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ABSTRACT: In this work, MD simulations with two different
force fields, vibrational energy relaxation and resonant energy
transfer experiments, and neutron scattering data are used to
investigate ion pairing and clustering in a series of GdmSCN
aqueous solutions. The MD simulations reproduce the major
features of neutron scattering experimental data very well.
Although no information about ion pairing or clustering can be
obtained from the neutron scattering data, MD calculations
clearly demonstrate that substantial amounts of ion pairs and
small ion clusters (subnanometers to a few nanometers) do
exist in the solutions of concentrations 0.5 M*, 3 M*, and 5 M* (M* denotes mole of GdmSCN per 55.55 mole of water).
Vibrational relaxation experiments suggest that significant amounts of ion pairs form in the solutions. Experiments measuring the
resonant energy transfers among the thiocyanate anions in the solutions suggest that the ions form clusters and in the clusters the
average anion distance is 5.6 Å (5.4 Å) in the 3 M* (5 M*) Gdm−DSCN/D2O solution.

1. INTRODUCTION

Ion pairing and clustering in aqueous solutions are among the
most fundamental chemical phenomena in nature. They play
important roles in determining the properties of aqueous
solutions, for example, activities, vapor pressures, osmotic
pressures, and the kinetics of crystal growth. For example, the
classical nucleation theory assumes that the bulk energy of a
nascent nucleus drives nucleation, where its structure is that of
the macroscopic bulk material. The formation of the nucleus
occurs through stochastic fluctuations on microscopic length
scales. In consequence, classical precritical nuclei are rare
species, and the underlying cluster size distribution has an
average size of molecular monomers or dimers.1−6 Recent
advances in biomineralization suggest a possible alternative
aggregation-based pathway that cannot be reconciled with the
notion of classical nucleation theory: when ions meet in
solution based on stochastic collisions, they form stable
prenucleation clusters the structures of which might not relate
to the crystal. The nucleated clusters subsequently crystallize to
generate the final stable crystal.1−6 One way to verify and study

this possible nucleation mechanism is to directly determine the
structures of these prenucleation clusters.
Analytical ultracentrifugation, which detects species in

solution according to the difference in their sedimentation
coefficients, can confirm the existence of clusters in
solutions.1,2,7 However, it is not an in situ method, and it
cannot separate those transient subnanometer clusters.
Neutron-scattering method is a powerful technique for

studying solution structures. Combined with isotope labels, the
method can be used to obtain information about the anion and
cation hydration structures,8 such as revealing the water
structuring around simple monatomic ions,9−11 noble
gases,12,13 and tetramethylammonium with quasi-spherical
symmetry.14,15 In addition, the method can also probe strong
ion pairing effects, which result in large (greater than tens of
nanometers) ion aggregations in aqueous electrolyte solutions.
For example, by comparing the experimental heavy atom
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correlation function of Gdm2SO4 aqueous solution with that of
GdmSCN aqueous solution, it was found that the hydration of
the Gdm+ ion in Gdm2SO4 aqueous solution deviates
significantly from that of the GdmSCN aqueous solution in
which the ions are much more homogeneously distributed. The
experimental results are consistent with the MD simulation
results that in the Gdm2SO4 aqueous solution the ions
aggregate into mesoscopic clusters but no such large
aggregations exist in the GdmSCN solution.16

The neutron scattering results on the Gdm2SO4 and
GdmSCN aqueous solutions16 were somehow misunderstood
by many people as the evidence to prove that no ion pairing or
clustering exists in the 3 M GdmSCN aqueous solution. (We
frequently encountered questions arising from such a
misunderstanding, when presenting our ion clustering results
concluded from the vibrational energy transfer measurements.)
In fact, the neutron scattering method is insensitive to weak ion
pairing or subnanometer scale clustering. For example, in the 3
M GdmSCN aqueous solution, the MD simulations show that
guanidinium−thiocyanate pairs tend to randomly distribute
throughout the solution.16 However, the hydration structure of
the Gdm+ ions in GdmSCN aqueous solution in which ions
form weak ion pairing cannot be experimentally distinguished
from that without ion pairing. Meanwhile, although the
measured scattering is a direct function of the structure of
the solution, which is undoubtedly crucial information, it
cannot answer the question whether Gdm+ and SCN− form
clusters in water. Six pairs of distribution functions (gCC, gSS,
gCN, gCS, gNS, and gSO) are neglected in processing the neutron
scattering data, as together they contribute less than 10% to the
total distribution function nGY

Y’s.16 (The detailed derivation of
pair distribution functions of GdmSCN solution is provided in
Supporting Information.) As a result, what one obtains from
the experiments is

≈ + +

+ −

G g g g

g

0.44502 0.31069 0.11025

0.05424 1

n
Y
Y

OO NO CO

NN (1)

where gOO, gNO, gCO, and gNN are pair functions of O−O, N−O,
C−O, and N−N atom pairs. The contribution of gNN, which
can confirm heteroion pairing, is very small (<6%).
Experimental results show that gNN overlaps with gOO, gNO,
and gCO, and its intensity is overwhelmed.16 In other words, the
contribution of ion−ion pair correlations to the total scattering
pattern is too small compared with the contributions from
water−water and water−ion interactions.
Dynamic light scattering is another technique for directly

detecting cluster populations in solution. But the size of clusters
that it can resolve is submicrometer scale or larger.17

Subnanometer scale ion aggregations like those in the
GdmSCN aqueous solution revealed by MD simulations are
very challenging to detect by the dynamic light scattering
method.
Raman spectroscopy is a powerful method to probe ion

clustering as well, albeit many assumptions are required to
interpret the results. For example, Raman experiments
suggested the presence of clusters in electrolyte (NaNO3,

18,19

KH2PO4, and (NH4)H2PO4
20) aqueous solutions. In these

studies, the concentration-dependent peak absorption line
shapes were recorded. On the basis of the analyses of the
line shapes, it was concluded that the evidence of ion clustering
was obtained. However, many molecular parameters can affect
vibrational absorption line shapes. It is not immediately clear

how the contribution of ion pairing and clustering can be
separated from other contributions, for example, the structural
changes of hydration shells.21

In summary, the neutron and dynamic light scattering and
the Raman spectroscopy methods are capable of detecting large
ion clusters of submicrometer size. For smaller clusters, it is
very challenging for the scattering techniques. Recently, we
demonstrated that some of these small ion clusters can be
directly measured with the intermolecular vibrational energy
transfer methods, which can directly determine the ion−ion
distances.22−27

In this work, by comparing the results from MD simulations,
vibrational energy transfer and relaxation measurements, and
neutron scattering data, we demonstrate that ion clusters that
are too small for neutron scattering technique to detect can be
studied with the ultrafast nonlinear vibrational spectroscopic
methods.

2. METHODS
2.1. Experimental Methods. The experimental setup has

been described elsewhere.28−31 Briefly, the output of one
oscillator is divided into two beams entering a picosecond
amplifier and a femtosecond amplifier. The picosecond
amplifier (∼2.8 mJ/pulse) pumps an optical parametric
amplifier (OPA) and noncollinear difference frequency
generator (NDFG) system to produce ∼1.4 ps (vary from
1.0−1.5 ps in different frequencies) mid-IR pulses with a
bandwidth ∼15 cm−1 in a tunable frequency range from 500 to
4000 cm−1 with energy 1−40 μJ/pulse at 1 kHz.The
femtosecond amplifier (2.8 mJ/pulse) pumps another OPA
and NDFG system to produce ∼140 fs mid-IR pulses with a
bandwidth ∼200 cm−1 in a tunable frequency range from 500
to 4000 cm−1 with energy 1−40 μJ/pulse at 1 kHz. In the
nonlinear experiments, the picosecond IR pulse is the excitation
beam (the excitation power is adjusted based on need). The
femtosecond IR pulse is the probe beam which is frequency
resolved by a spectrograph yielding the ω3 axis of a 2D
spectrum. Scanning the pump frequency yields the ω1 axis of
the spectrum. Two polarizers are inserted into the probe beam
pathway (one of them is located immediately behind the
sample) to selectively measure the parallel or perpendicular
polarized signal relative to the pump beam. The entire system is
computer controlled. Vibrational lifetimes are obtained from
the rotation-free signal Plife = P∥ + 2P⊥, where P∥ and P⊥ are
parallel and perpendicular data, respectively. Rotational
relaxation times are acquired from R = (P∥ − P⊥)/(P∥ + 2P⊥).
Guanidinium thiocynate was purchased from Aladdin. The

deuterated NH (ND) of the guanidinium thiocynate was
prepared by deuterium exchange with methanol-OD.To obtain
the deuterated guanidinium thiocynate, 1 g of undeuterated
guanidinium thiocynate was dissolved in 10 g of methanol-OD
and stirred for 0.5 h. The solvent was then removed under
vacuum. The procedure was repeated three times, and
compounds with >90% deuteration of the NH were obtained.
D2O was purchased from C/D/N Isotopes Inc. KSCN and

KS13C15N were purchased from Aldrich and used as received.
The liquid samples, used for the experimental measurements,
were contained in a sample cell composed of two CaF2
windows separated by a Teflon spacer. The thickness of the
spacer was adjusted accordingly to the optical densities.
Experiments were performed at 23 and 130 °C.
Solutions contain 0.05, 0.5, 3, and 5 mol of GdmSCN per

55.55 mol of water (hereafter referred to as 0.05, 0.5, 3, and 5
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M* GdmSCN) in H2O and D2O (GdmSCN is deuterated).
These solutions were prepared by direct dissolution of the salts
in water. In our experiment, 2% of KS13C15N is added to the
GdmSCN. The 13C15N stretching vibration leads to a strong
absorption around 1990 cm−1, and the orientational dynamics
of these molecules can be conveniently monitored using
pump−probe spectroscopy.
The structural and vibrational calculations were carried out as

implemented in the Gaussian 09 program suite. The level and
basis set used were Becke’s three-parameter hybrid functional
combined with the Lee−Yang−Parr correction functional,
abbreviated as B3LYP, and 6-311+G(d,p).
2.2. Molecular Dynamics Simulation Method. Molec-

ular dynamics simulations were carried out for the GdmSCN
aqueous solutions at three different concentrations 0.5, 3.0, and
5.0 mol/kg. The ions were randomly placed and oriented in a
cubic box and then solvated by explicit water molecules. All
simulations were performed using the program GROMACS 4.6
software package.32 For 0.5 M* solution, there are 8 SCN−, 8
Gdm+, and 889 water molecules in solution, making aqueous
solutions neutral. Furthermore, for 3 M* solution, there are 48
SCN−, 48 Gdm+, and 889 water molecules in solution, making
aqueous solutions neutral. For 5 M* solution, there are also
889 water molecules, but 79 SCN− and 79 Gdm+ in solution. In
order to ensure the correctness of our simulations, a different
force field for Gdm+ and SCN− was used to simulate in this
work. (1) The OPLS-AA force field33,34 was used to describe
interatomic interactions for Gdm+ and SCN−, and the SPC/E
explicit model35 was used for water because it is compatible
with Jorgensen’s OPLS-AA force field. (2) As in Mason’s
work,16,36 we employed a potential energy function based on
the parameters for arginine in the CHARMM27 all-atom force
field,37 with the atomic partial charges assigned symmetrically
(atom charges, C 0.64; N −0.80; H 0.46), while the parameters
for SCN− were not modeled using literature potentials as
demonstrated in Mason’s work16,36 but literature potentials
developed by Vincze et al.,38 because they have been well

tested. The reason to make such a choice is that such potentials
developed by Sansone et al.39 just pay attention to the
interaction between thiocyanate and water molecules but do
not consider the important interaction parameters between
Gdm+ and SCN− in our simulation system. Although the force
field parameters used were not the same in these works, the
molecular dynamics simulation set was similar. All bond lengths
were constrained using the LINCS (linear constraint solver)
algorithm.40 The system was propagated using the leapfrog
algorithm41 with a time step of 2 fs. The long-range
electrostatic interactions were handled by a particle-mesh
Ewald algorithm40,42 with a Coulomb cutoff radius of 12 Å,
while the short-ranged van der Waals interactions were
truncated using a cutoff of 10 Å. The cubical periodic boundary
boxes were employed in molecular dynamic simulation to avoid
problems with boundary effects caused by finite size, which has
been dimensioned to reproduce the experimental density at
ambient conditions. Minimum image conditions43 were used in
these cubical periodic systems. In the simulation, an initial 10
ns NPT ensemble equilibration was carried out. The weakly
coupling Berendsen thermostats44 were employed to keep the
system temperature at 300 K with the relaxation time of 0.1 ps.
The system pressure was controlled by the weak coupling
Berendsen schemes44 with a coupling time constant of 1 ps.
After initial equilibration runs, the production runs were carried
out for a 20 ns NVE ensemble equilibrium molecular dynamic
simulation with a standard time step of 2 fs to calculate the
dynamic properties. The simulation trajectories were saved
every 100 steps for the later calculations.
The following criteria was using to define an ion cluster:45

(1) if the distance between an anion and a cation is less than
the distance r for the first minimum in the radial distribution
function, we consider that they are “connected”; (2) each ion
can reach the other one in the ion cluster through the bridge
comprising these kinds of connections. The ion cluster size also
can be defined by the total number of ions in one ion cluster, n.

Figure 1. The RDFs of N(SCN−)−H(Gdm+) and S(SCN)−H(Gdm+) for (a) OPLS-AA force field and (b) CHARMM force field. Both of them are
calculated in the concentrations of 0.5 M* (olive), 3 M* (red), and 5 M* (blue), respectively. The green arrow shows the first minimum in the radial
distribution function.
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3. RESULTS AND DISCUSSION

3.1. Molecular Dynamics Simulations Suggest the
Existence of Ion Clustering even in the GdmSCN
Solution with a Concentration (0.5 M) Close to
Physiological Conditions. We first calculate the ion spatial
distributions generated by two different force fields. The
calculated radial distribution functions (RDFs) of the N-
(SCN−)−H(Gdm+) and S(SCN−)−H(Gdm+) pairs of 0.5, 3,
and 5 M* concentrations are presented in Figure 1. As
demonstrated in Figure 1a, calculated by the OPLS-AA force
field, the first minimum in the radial distribution function
gN−H(r) (between N of SCN− and H of Gdm+) is 2.56 Å for 0.5
M*, 2.58 Å for 3 M*, and 2.74 Å for 5 M*, respectively. For the
gS−H(r) (between S of SCN− and H of Gdm+), the values
becomes 2.72, 2.56, and 2.78 Å. Furthermore, in the RDFs
calculated by the CHARMM force field, presented in Figure 1b,
the first minimum in gN−H(r) is 2.54 Å for 0.5 M*, 2.60 Å for 3
M*, and 2.60 Å for 5 M*. They are 2.84, 2.82, and 2.84 Å in
gS−H(r). These minima will be used later for ion cluster
calculations.
We then compare the simulation results with the published

experimental neutron scattering data16 through the function
GH
Y(r), which is composed of four radial distribution functions,

gHWOW(r), gHN(r), gHC(r), and gHS(r).
16 The function GH

Y(r)
calculated with OPLS-AA and CHARMM force field (3 M*) in
this work, MD results from Mason’s work, and the experimental
results are presented in Figure 2a. We can clearly find that there
is a shoulder at 1.68 Å in the experimental result. In our
simulations, this peak appears at 1.78 Å calculated with the

OPLS-AA force field and 1.84 Å calculated with the CHARMM
force field. However, the simulation result calculated by Mason
et al. does not produce such a peak. Other features along the x-
axis also show that our calculation results with OPLS-AA and
CHARMM force fields agree better with the neutron diffraction
with isotopic substitution (NDIS) experiments than simu-
lations in literature.16 Similar to GH

Y(r), the radial distribution
function of all H atoms in the system, gHH(r), from all
theoretical studies and experiment results are displayed in
Figure 2b. Although simulation results based on the OPLS-AA
force field do not accurately describe the experimental results at
1.5 Å compared with the other one, all of them accurately
reveal the position of the shoulder in experimental results at
1.75 Å. Again, the calculations of all force fields in our study
reproduce the NDIS experimental results very well. The radial
distribution functions that contains pairwise correlations
between all heavy atoms other than hydrogen, GY

Y(r), are
displayed in Figure 2c for both our simulation results and the
result from literature. Our simulation results show some small
shifts in both the peaks and troughs in the radial axis compared
with experimental observations. These shifts also appear in the
previous MD study. In summary, our calculations reproduce
the neutron scattering results very well. The consistency
between calculations and experiments can be a good indication
that our calculations have captured some major structural
properties of the solutions.
As discussed in the Introduction, the neutron scattering

results cannot provide information about ion pairing and
clustering in the solutions, but MD simulations can reveal some
insights. Based on the first minimum in each radial distribution

Figure 2. For each radial distribution function for 3 M* GdmSCN solution, (a) GH
Y(r), (b) gHH(r), (c) GY

Y(r). The curves of “Mason’s work” and
“NDIS Experiment” are plotted based on data extracted from published results.16

Figure 3. Population distributions of ion species from calculations with (a) the OPLS-AA force field and (b) the CHARMM force field.
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function as demonstrated in Figure 1, the cluster distributions
in the solutions are plotted in Figure 3 and listed in Table 1.

The percentage of ions forming clusters with at least three ions
is 1.774% in the 0.5 M* solution, 32.458% in the 3 M*
solution, and 53.557% in the 5 M* solution from calculations
with the OPLS-AA force field model. Calculations with the
CHARMM force field yield larger ion clustering ratios. The
percentage increases to 3.61% for the 0.5 M* solution, 41.361%
for the 3 M* solution, and 64.039% for the 5 M* solution.
To check how large an ion cluster can form in each solution,

we analyze the size probability of the largest cluster in each
frame of the trajectory generated from the calculations. The
results are plotted in Figure 4. In the 0.5 M* solution,
GdmSCN tends to form ion pairs, with a small amount of small
ion clusters in the dilute solution. In the 3 M* solution, the
most probable largest clusters contain about 5−8 ions in
calculations based on the OPLS-AA force field model, and 9−
19 ions form in the 5 M* solution. In calculations with the
CHARMM force field, GdmSCN tends to form ion clusters
with 6−10 ions for the 3 M* solution and clusters with 12−32
ions for the 5 M* solution. The calculated results suggest that
no large clusters (greater than tens of nanometers) form in the
solutions.
In summary, calculations with the two different force fields

show that substantial amounts of ion pairs and clusters form in
all three solutions of different concentrations. Larger ion

associations are observed in the calculations with the
CHARMM force field.

3.2. Gdm+ Competing with H2O To Bind to SCN−. The
calculated concentrations of ion clusters in the GdmSCN
aqueous solutions are similar to those experimentally
determined in the KSCN and NH4SCN solutions.23−25,30

However, the nonresonant vibrational energy transfer meth-
ods23,24 previously developed to determine the ion clustering
ratios and the direct cation/anion binding cannot be applied to
the studies of GdmSCN aqueous solutions because of the lack
of isotope labeled GdmSCN species, for example,
GdmS13C15N, and the bridge energy transfer mechanism
(details are provided in Supporting Information). In this
work, instead, we use the vibrational excitation lifetime and
resonant vibrational energy transfer methods to investigate the
ion pairing and clustering in the GdmSCN aqueous solutions
revealed by the calculations.
To investigate whether ions form pairs or clusters in the

GdmSCN aqueous solutions, we first measured the concen-
tration-dependent vibrational lifetime of the CN stretch first
excited state of the anion SCN− in the solutions. As displayed
in Figure 5A, the CN stretch vibrational excitation decays very
fast in the dilute (0.05 M) H2O solution, with a relaxation time
constant 2.5 ps. At such a low concentration, the majority of the
SCN− anions are surrounded by H2O molecules. The fast
vibrational relaxation of the CN excitation is mainly caused by
the quasi-resonant energy transfer from the CN stretch (2066
cm−1) to the combination band of H2O at about 2000−2100
cm−1.24 With the increase of concentration, the relaxation
gradually slows. At 3 M, the relaxation time is 3.3 ps. In the
saturated solution, it is 3.9 ps. In the melt of GdmSCN at 130
°C, the relaxation is even slower, with a time constant of 10.9
ps. One very likely reason for the observation is that in a more
concentrated solution, one SCN− anion is surrounded by fewer
H2O molecules but more cations or even anions. In other
words, more ion pairs and clusters form in a more concentrated
solution, and therefore the chance for the CN vibrational
energy to transfer to H2O is smaller and that to the cation is
larger. Because the transfer from SCN to H2O (2.5 ps) is

Table 1. Ratio of Clusters in Different Definitions for Each
Concentration

concentration
size ≥ 2
(%)

size ≥ 3
(%)

size ≥ 10
(%)

size ≥ 15
(%)

OPLS-AA 0.5 M* (16) 15.685 1.774 0 0
3 M* (96) 55.397 32.458 1.775 0.222
5 M* (158) 71.309 53.557 14.920 7.039

CHARMM 0.5 M* (16) 19.019 3.61 0 0
3 M* (96) 62.641 41.361 5.152 1.409
5 M* (158) 78.107 64.039 29.875 20.487

Figure 4. Size probability of the largest cluster in each frame of the trajectory generated from the calculations with (a) the OPLS-AA force field and
(b) the CHARMM force field.
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significantly faster than to the cation (10.9 ps; the CN
intramolecular relaxation is slower than 20 ps, as displayed in
Figure 5B), forming more ion pairs or clusters slows down the
CN vibrational relaxation. This explanation is further confirmed
by the concentration-dependent CN vibrational relaxation
experiments in the Gdm−DSCN/D2O solutions. As displayed
in Figure 5B, in a very dilute D2O solution (0.05 M), the CN
vibrational relaxation is very slow, with a time constant 23.7 ps.
This result is very different from the H2O solution of the same
concentration where the CN vibrational relaxation is almost 10
times faster. This is because in the D2O solution, no
combination band at 2000−2100 cm−1 exists and the energy
transfer from CN to D2O must go through a much slower
nonresonant transfer process.24 In the D2O solutions, with the
concentration increase, the CN vibrational relaxation becomes
faster. At 3 M, it is 17.2 ps. In the saturated solution, it is 12.5
ps, and in the melt of Gdm−DSCN (130 °C), it is 7.0 ps. The
trend is opposite to that in the H2O solutions. This, again, can
be fully explained by ion pairing and clustering. In a very dilute
D2O solution, the CN vibrational energy can only relax
intramolecularly and transfer to D2O. In a more concentrated
solution, more ion pairs and clusters form, and the CN energy
can transfer more to the cation Gdm−D

+ and less to D2O.
Because the transfer to the cation (7.0 ps) is faster than that to
D2O (>23.7 ps), more ion pairing and clustering results in a
faster CN vibrational relaxation. All the relaxation time
constants in both H2O and D2O solutions are listed in Table 2.
The concentration-dependent vibrational relaxation times are

then analyzed with a simple model to estimate the ratios of ion
pairs and clusters in the solutions. The model is based on this
simple physical picture: in the solutions, the CN stretch
relaxation rate constant of the SCN− anion, kCN, is the sum
from three contributions, the energy transfer to water,
kCN→water, the energy transfer to the cation (Gdm+ or
Gdm−D

+), kCN→cation, and intramolecular relaxation (1/k = 30
ps24). In a very dilute solution, kCN is mainly contributed from
the energy transfer to water and the intramolecular relaxation
because very few ion pairs or clusters exist. In the melt, kCN is
contributed from the energy transfer to the cation and the

intramolecular relaxation. In the solutions between the two
extremes, we assume 1 − x of SCN− anions bind to water, and
the CN energy transfers to water molecules with an energy
transfer rate constant (1 − x)kCN→water. Meanwhile, the rest, x,
of the SCN− anions bind to the cation, and then the CN energy
transfers to the cation with an energy transfer rate constant
xkCN→cation. kCN, kCN→water, and kCN→Gdm+ can be estimated from
the experimental relaxation times. Therefore, the percentage of
ion pairing x of the total anions can be deduced from
experimental results based on the model. The model is
described in the following scheme:

− = − +→ →k x k x k1/30 (1 )( ) ( )CN CN water CN cation (2)

where 30 ps is the intramolecular relaxation lifetime of the CN
stretch of SCN− in water, estimated from both H2O and D2O
solutions.24 For the 0.05 M GdmSCN/H2O solution, from the
experimental data we can deduce that kCN→H2O = 1/2.5 − 1/30
= 1/2.7 ps−1. For the melt GdmSCN, kCN→cation = 1/10.9 − 1/
30 = 1/17.0 ps−1. For the 3 M GdmSCN/H2O solution, the
experimentally determined 1/kCN = 3.3 ps. Based on the
parameters and eq 2, the ion pairing percentage in the 3 M
GdmSCN/H2O solution x = 32%. Similarly, we can obtain x =
12%, 46%, and 48% in the 0.5 M, 5 M, and saturated
GdmSCN/H2O solutions, respectively.
The kinetic model eq 2 can be double-checked by data in

Gdm−DSCN/D2O solutions and melt. In the 0.05 M
Gdm−DSCN/D2O solution, from the experimental data, we
can deduce that kCN→D2O = 1/23.7 − 1/30 = 1/113 ps−1. Based
on the relaxation time (7.0 ps) in the melt of Gdm−DSCN/D2O
and eq 2 by assuming the intramolecular relaxation of SCN− is
30 ps, we can deduce 1/kCN→cation‑D = 9.1 ps. Using these
parameters, we can obtain x = 2.5%, 16%, 34%, and 38% for the
0.5 M, 3 M, 5 M, and saturated Gdm−DSCN/D2O solutions,
respectively.
Combining the results from both GdmSCN/H2O and

Gdm−DSCN/D2O solutions, we determined the percentage of
ion pairing to be 7.3% ± 4.8%, 24% ± 8%, 40% ± 6%, and 43%
± 5% for the 0.5 M, 3 M, 5 M, and saturated solutions,
respectively. The relatively large uncertainties of the results

Figure 5. Vibrational relaxations of the CN stretch first excited state of SCN− in (A) the GdmSCN/H2O solutions (23 °C) and melt at 130 °C and
(B) the Gdm−DSCN/D2O solutions (23 °C) and melt at 130 °C. In the two solutions, the concentration-dependent vibrational relaxation lifetimes
are opposite. Gdm−D

+ is the deuterated Gdm+ prepared in methanol-OD.

Table 2. Vibrational Relaxation Time of CN Stretch of SCN− in the First Excited State in GdmSCN/H2O Solutions and
Gdm−DSCN/D2O Solutions with Different Concentrations

0.05 M* (23 °C) 0.5 M* (23 °C) 3 M* (23 °C) 5 M* (23 °C) saturated (23 °C) saturated (130 °C) melta (130 °C)

GdmSCN/H2O (ps) 2.5 ± 0.1 2.7 ± 0.1 3.3 ± 0.1 3.8 ± 0.1 3.9 ± 0.1 4.3 ± 0.1 10.9 ± 0.2
Gdm−DSCN

b/D2O (ps) 23.7 ± 0.3 22.5 ± 0.2 17.2 ± 0.4 13.2 ± 0.2 12.5 ± 0.2 11.0 ± 0.6 7.0 ± 0.1
aThere is no water. bThe sample is deuterated.
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mainly stem from the fact that the exact energy transfer rate
constant from the CN stretch to the cation is not known. In the
calculations, we used the melt relaxation times at 130 °C to
estimate the energy transfer rate constant from the CN stretch
to the cation at 23 °C without considering the temperature
effect. This can introduce some considerable uncertainties into
the results. Compared with the MD simulation results listed in
Table 1, the experimental ion pairing percentages are about
100% smaller. There are two possible reasons. One is that in
our model, the water/cation exchange, which occurs at the time
scale of a few to tens of picoseconds (according to MD
simulations), is not considered. The exchange may result in
such a consequence: even if all SCN− anions form ion pairs and
clusters, they still have chances to transfer energy to water, and
therefore the lifetime of the CN stretch in the solution with
100% ion pairing and clustering can be very different from
those in the melt where no water/cation exchange exists. In
other words, omitting cation/water exchange underestimates
the percentage of ion pairing and clustering. In addition, even if
all anions form ion pairs, they still have chances to directly
interact with water molecules. Using vibrational lifetimes in the
melt does not consider this factor, resulting in the under-
estimation of the ratio of ion pairing. Therefore, the
experimentally estimated ion pairing ratios are only the low
limits. The other possible reason for the difference is that the
criteria of defining ion pairing are different. In the MD
simulations, ion pairs are defined by the first minimum in the
radial distribution function. In the experiments, the ion pairs are
defined as those that can cause effective vibrational energy
transfer between the cation and anion. There is another
possible reason that can cause the large difference between the
two results. Single exponentials are assumed for the lifetimes of
both anion species. This is based on the assumption that the
anion chemical exchange is very slow. According to MD
simulations, it takes tens of picoseconds for the water and
cation bound anions to exchange. This time scale is slower but
not much slower than the lifetimes, and therefore the single
exponential assumption can induce some uncertainties (<20%).
Nonetheless, both simulations and experiments strongly
suggest that substantial amounts of ion pairs form in the
medium and concentrated solutions.

3.3. SCN− Anions Forming Clusters with Average
Distance about 5.6 Å (5.4 Å) in 3 M (5 M) Gdm−DSCN/
D2O Solution. The concentration-dependent vibrational
lifetimes presented above suggest ion pairing in the solutions.
However, ion clustering cannot be inferred from the data. To
address this issue, we measured the resonant vibrational energy
transfers among the anions. The rationale behind the method is
that the vibrational energy transfer between two ions is very
sensitive to their distance, approximately inversely proportional
to the sixth power of the distance.25 If two anions are solvated
by water and therefore well separated from each other, the
energy transfer between them will be very slow. If ions form
clusters and anions are close to each other, the energy transfer
between two anions will be very fast.
Figure 6 displays the waiting time dependent anisotropy

values of the nitrile stretch vibrational excitation signals in the
aqueous Gdm−DSCN/D2Osolutions with and without 2%
S13C15N− at different concentrations. Dots are experimental
results, and curves are single exponential fits. The black data are
from the CN stretch of SCN− in solutions of which all anions
are SCN−. The anisotropy decays of the black data are
contributed from both resonant vibrational energy transfers
among SCN− and the rotation of the anion. The red data are
from the 13C15N stretch of S13C15N− in solutions that contains
2% S13C15N−. The isotope label in S13C15N− shifts the nitrile
stretch frequency by 75 cm−1 from that of SCN−, resulting in
the resonant energy transfer among S13C15N− 50 times slower
than that among SCN−.26Therefore, the anisotropy decays of
the red data are dominantly contributed from the rotation of
the anion.26 As displayed in Figure 6, the black and red data
decay almost at the same rate in the 3 M* solution (Figure 6A).
The black data decays slightly faster than the red data in the 5
M* solution (Figure 6B). In the saturated solution (Figure 6C)
and the melt (Figure 6D), the black data decays obviously
much faster than the red data. The results clearly demonstrate
that resonant vibrational energy has transferred among the
anions in the concentrated solutions and the melt.
The anisotropy decays in Figure 6 can all be fitted with single

exponential decays. The decay constants from the fits are listed
in Table 3. In the 3 M* solution, the total anisotropy time
constant is 3.2 ps and the rotational time constant is 3.6 ps. The

Figure 6. Waiting time dependent anisotropy values of the nitrile stretch vibrational excitation signals in aqueous Gdm−DSCN/D2O solutions with
and without 2% S13C15N− at concentration (A) 3 M*, (B) 5 M*, and (C) saturated and (D) the melt at 130 °C. Dots are experimental results, and
curves are single exponential fits. The black data are from the CN stretch of SCN− in solutions of which all anions are SCN−. The anisotropy decays
of the black data are contributed from both resonant vibrational energy transfers among SCN− and the rotation of the anion. The red data are from
the 13C15N stretch of S13C15N− in solutions of which the anions contains 2% S13C15N−. The anisotropy decays of the red data are only contributed
from the rotation of the anion.

Table 3. Anisotropy Decay Time of SCN− in Gdm−DSCN/D2O Solutions and S13C15N− in Gdm−DSCN/D2O Solutions with 2%
KS13C15N

Gdm−DSCN
a/D2O 0.05 M* (23 °C) 0.5 M* (23 °C) 3 M* (23 °C) 5 M* (23 °C) saturated (23 °C) meltb (130 °C)

anisotropy, τ (ps) 3.0 ± 0.1 3.5 ± 0.1 3.2 ± 0.1 3.1 ± 0.1 2.6 ± 0.1 2.1 ± 0.1
anisotropy, τor (ps) 3.6 ± 0.1 3.6 ± 0.1 3.9 ± 0.1 4.5 ± 0.1 3.0 ± 0.1

aThe sample is deuterated. bThere is no water.
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time constant contributed by energy transfer is therefore 29 ps
(1/(1/3.2 − 1/3.6)). In the 5 M* solution, the total anisotropy
time constant is 3.1 ps and the rotational time constant is 3.9
ps. The time constant contributed by energy transfer is 15 ps.
In the saturated solution, the total anisotropy time constant is
2.6 ps and the rotational time constant is 4.5 ps. The time
constant contributed by energy transfer is 6.2 ps. In the melt at
130 °C, the total anisotropy time constant is 2.1 ps and the
rotational time constant is 3.0 ps. The time constant
contributed by energy transfer is 7.0 ps. It is very interesting
that the resonant energy transfer (6.2 ps) in the saturated
solution (23 °C) is slightly faster than that (7.0 ps) in the melt
at 130 °C. According to our previous studies,27 resonant energy
transfers between two anions in aqueous solutions are faster at
a lower temperature. Estimated from the previous studies, the
resonant energy transfer time in the assumed melt at 23 °C
would be 10−15% faster than that at 130 °C. In other words,
the resonant energy transfer rates in the saturated solution and
in the melt at the same temperature would be almost identical.
Because the transition dipole moments of the nitrile stretch in
the saturated solution and the melt are similar, the experimental
results suggest that most of the anions form clusters in the
saturated solution and the distance between two anions in the
saturated solution is similar to that in the melt. This is
consistent with the results of the saturated KSCN saturated
solution in our previous studies.25,27 The result also confirms
that the ion pairing ratio (<50%) in the saturated solution
estimated from the vibrational lifetimes in section 3.2 does
underestimate the pairing and clustering ratio.
To extract some quantitative information about the distance

between anions in the solutions, we use an approximate model
to analyze the anisotropy data.
The experimental pump/probe data for the parallel and

perpendicular configurations can be expressed as46−49

= +P t R t P t( )
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where P(t) = P∥(t) + 2P⊥(t) describes the excited-state
population relaxation. R(t) is the instantaneous anisotropy,
which is defined as
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In the solutions, as suggested by calculations and experi-
ments, some ions form clusters. The anions in the clusters are
close to each other and hence can transfer energy efficiently.
Other anions are solvated by water molecules and well
separated and less able to transfer energy. Clustered and
solvated anions are not frequency resolvable. The energy
transfer rate for the separated anions is assumed to be negligibly
small because of the relatively long distance between them. In
other words, the isolated anions cannot transfer vibrational
energy with other isolated anions or with the clustered anions.
As a result, the systems contain two sets of anions that reside

in different microenvironments. One is for isolated anions,
which are only surrounded by water, and the other is for
clustered anions. The anisotropy of the clustered anion, Rc(t),
and that of the solvated anion, Ri(t), are defined as49,50
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Where P∥
c(t) (P∥

i (t)) and P⊥
c (t) (P⊥

i (t)) are the signal intensities
for the clustered anions (isolated anions) with the detection
beam parallel and perpendicular to the excitation beam,
respectively, at a waiting time t.
P∥(t) and P⊥(t) are the sum of all individual components:49
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where Pc(t)and Pi(t) describe the excited-state population
relaxation of clustered isolated anions with the excited-state
lifetime Tc and Ti (23.7 ps, which can be obtained from 0.05
M* Gdm−DSCN/D2O solution in Table 2), respectively.
According to eq 3, eq 4, eq 8, and eq 9, the sum of the

excited-state population relaxation of clustered SCN− anions
and isolated SCN− anions can be expressed as

= +P t P t P t( ) ( ) ( )c i (10)

Hence

= + −− − −x xe e (1 ) et T t T t T/ / /c i (11)

where T is the average excited-state lifetime of both clustered
SCN− anions and isolated SCN− anions and is determined in
Table 2 and x is the percentage of ion cluster. Our previous
experiments suggest that the anion/cation ratio in an ion
cluster is close to 1/1.25 Therefore, we simply assume that the
cation/anion association ratio obtained in section 3.2 can be
approximated as the percentage of ion cluster (x). Then x is
determined to be 7.3% (0.5 M*), 24% (3 M*), and 40% (5
M*).
Because there is only one unknown parameter, we can use eq

11 to fit experimental data in Figure 4b. As a result, Tc is
determined to be 8.3 ps (3 M*) and 6.8 ps (5 M*) (details are
provided in Supporting Information).
According to eq 8 and eq 9, we obtain

=
−
+

=
+ − +

+ + +

=
−

+
−

= +

⊥

⊥

⊥ ⊥

⊥ ⊥

⊥ ⊥

R t
P t P t

P t P t

P t P t P t P t

P t P t P t P t

P t P t

P t
P t
P t

P t P t

P t
P t
P t

f R t f R t

( )
( ) ( )

( ) 2 ( )

( ( ) ( )) ( ( ) ( ))

( ( ) 2 ( )) ( ( ) 2 ( ))

( ) ( )

( )
( )
( )

( ) ( )

( )
( )
( )

( ) ( )

c i c i

c c i i

c c

c

c
i i

i

i

c c i i (12)

where fc ( f i) represents the fraction of clustered SCN− anions
(isolated SCN− anions) with a fixed anisotropy Rc(t) (Ri(t))
contributing to the total signal intensity.
On the basis of eq 11, we can further obtain
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where T is the average excited-state lifetime of both clustered
SCN− anions and isolated SCN− anions and x is the percentage
of ion cluster. fc [f i] equals x e

t(−(1/8.3)+(1/17.2)) = x e(−t/16) [(1 −
x) et(−(1/23.7)+(1/17.2)) = (1 − x) e(t/62.7)] and x et(−(1/6.8)+(1/13.2)) =
x e(−t/14) [(1 − x) et(−(1/23.7)+(1/13.2)) = (1 − x) e(t/30)) in 3 M*
and 5 M* Gdm−DSCN/D2O solutions, respectively.
From the above derivation, we know that fc ( f i) is different

from the molar fraction of the clustered SCN− anions (isolated
SCN− anions) of molecules in the sample.
As discussed above, in our experiment,31 there are two

contributions to the signal anisotropy decay. One is the
molecular rotation, and the other is the resonant energy
transfer from one anion to another randomly oriented anion. In
a Gdm−DSCN/D2O solution with 2% S13C15N−, the anisotropy
decay of the S13C15N− signals of clustered and isolated SCN−

anions are mostly caused by the molecular rotation because
S13C15N− anions are too far away to effectively exchange
energy. Therefore, based on eq 12, eq 13, eq 14, and the above
calculated values, the total anisotropy of 3 M* Gdm−DSCN/
D2O solution can be expressed as
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and the total anisotropy of 5M* Gdm−DSCN/D2O solution can
be expressed as
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where τor is the total anisotropy decay time constant of the
solution with 2% S13C15N−, τor

c (τor
i ) is molecular rotational

time constant of the clustered (isolated) S13C15N−, the very
small influence caused by the mass differences among the C
and N isotopes is ignored, and τor

i (3.0 ps) is obtained from the

anisotropy decay time constant in the 0.05 M solution with 2%
KS13C15N in Table 3.
Therefore, we can use eq 15 and eq 16 to fit experimental

data in Figure 6. As a result, τor
c is determined to be 8.4 ps (3

M*), and 8.3 ps (5 M*), respectively (details are provided in
Supporting Information).
In a solution with 100% Gdm−DSCN, the anisotropy decay

of the SCN− signal of clustered anions is from both molecular
rotations and resonant energy transfers with a time constant τc,
while the anisotropy decay of the SCN− signal of isolated
anions is only from molecular rotations with a time constant τor

i .
Therefore, similarly, the total anisotropy of 3 M* Gdm−DSCN/
D2O solution can be expressed as
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and the total anisotropy of 5M* Gdm−DSCN/D2O solution can
be expressed as
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Therefore, we can use eq 17 and eq 18 to fit experimental
data in Figure 6. As a result, τc is determined to be 4.2 ps (3
M*), and 3.3 ps (5 M*) (details are provided in Supporting
Information).
Based on the above fitted values, the resonant energy transfer

time constant τe
c (=1/(1/τc − 1/τor

i )) of clustered anions is
determined to be 8.4 ps (3 M*) and 5.5 ps (5 M*). The faster
energy transfer in a more concentrated solution indicates a
larger ion cluster, consistent with the MD results and our
previous results.23

The energy transfer time constants can be converted into the
distance between two anions through the energy transfer
equation derived from our previous works25−27

τ
ω τ
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+ Δ + +ω−Δ
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2
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DA
2
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where ΔωDA = ωD − ωA, the difference between the central
energy values of D and A, also termed the donor/acceptor (D/
A) energy gap (this value is equal to 0 for the resonant energy
transfer), τ is the dephasing time of the coherence between the
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donor and acceptor, and VDA is the D/A coupling strength,
which quantitatively correlated to the donor/acceptor distance
(rDA) under the dipole/dipole interaction mechanism by
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where n is the refractive index, μD and μA are the respective
transition dipole moments of the donor and acceptor, ε0 is the
vacuum permittivity, rDA is the distance between the donor and
acceptor, and κ is the orientation factor dependent on the
relative orientations of the donor/acceptor and the relative time
scales of the rotations of the donor/acceptor and the energy
transfer.
In the solutions studied here, the distance between two ions

is typically larger than the length of a chemical bond (or a
vibrational mode), and the vibrational coupling between two
modes is typically smaller than the vibrational dephasing line
widths of the model.26,27 As a result, eqs 19 and 20 can be
approximated into
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From our previous works,23,27 we can know that in the 3 M*
and 5 M* KSCN/H2O solutions, anions form clusters with
average anion distances about 4.4 and 4.6 Å and resonant
energy transfer rate constants are about 1/4.5 ps−1 and 1/5
ps−1. Meanwhile, we also find that the number of clusters that
are predicted by MD simulations between the KSCN/H2O
solutions and the GdmSCN/H2O are very similar. As a result,
we can roughly assume that the size of clusters in both
solutions are the same and compare the two systems to
estimate the average anion distances in the GdmSCN solutions
based on eq 21. The estimated average anion distances for the
clustered anions are 4.9 and 4.7 Å in 3 M* and 5 M*
Gdm−DSCN/D2O solutions, respectively. We notice that if we
assume that almost all anions form clusters in the saturated
Gdm−DSCN/D2O solution as that happens in the saturated
KSCN aqueous solution, the resonant energy transfer times in
both solutions are about 100% different, −6.2 ps for
Gdm−DSCN and 3.0 ps27 for KSCN. The energy transfer rate
difference (100%), which is equivalent to the distance
difference (12%), is probably because Gdm is a larger cation
than K+. Using the underestimated pairing ratio obtained from
the vibrational lifetimes, we calculate the resonant energy
transfer time in the saturated Gdm−DSCN/D2O solution to be
2.7 ps (details are provided in Supporting Information). This
energy transfer rate is overestimated for about 100%. Corrected
with this factor, the estimated average anion distances for the
clustered anions are 5.6 and 5.4 Å in the 3 M* and 5 M*
Gdm−DSCN/D2O solutions, respectively. These values are
consistent with the results of MD simulation (details are
provided in Supporting Information). They are about 14%
larger than those in the KSCN solutions.27

In the 3 M and 5 M GdmSCN aqueous solution, if the ions
do not form clusters and are well separated by water, the
nominal average anion distance estimated from the liquid
density, is r3M = 9.0 Å and r5M = 7.9 Å. These two values are
significantly larger than 5.6 and 5.4 Å estimated from the
resonant energy transfer rates. The comparison strongly
suggests that ions form clusters in the solutions.

4. CONCLUDING REMARKS
In this work, MD simulations with two different force fields,
vibrational energy relaxation and resonant energy transfer
experiments, and neutron scattering data are used to investigate
ion pairing and clustering in a series of GdmSCN aqueous
solutions. The MD simulations reproduce the major features of
neutron scattering experimental data very well. Although no
information about ion pairing or clustering can be obtained
from the neutron scattering data, MD calculations clearly
demonstrate that substantial amounts of ion pairs and small ion
clusters do exist in the solutions of concentrations 0.5, 3, and 5
M*. Vibrational relaxation experiments suggest that significant
amounts of ion pairs form in the solutions. Experiments
measuring the resonant energy transfers among the thiocyanate
anions in the solutions suggest that the ions form clusters, and
in the clusters the average anion distances are 5.6 and 5.4 Å in
the 3 M* and 5 M* Gdm−DSCN/D2O solutions, respectively.
This work demonstrates that ultrafast vibrational energy
transfer methods can be very helpful in the studies of ion
pairing and ion clustering in strong electrolyte aqueous
solutions that are difficult to investigate by neutron scattering.
We expect that with the increased availability of ultrafast lasers,
the vibrational energy transfer methods can be applied to more
systems in different fields.
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for discussion of the application of Raman spectroscopy in
determining ion clustering.
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