
Nonresonant Energy Transfers Independent on the Phonon Densities
in Polyatomic Liquids
Hailong Chen,† Qiang Zhang,‡,§ Xunmin Guo,† Xiewen Wen,† Jiebo Li,† Wei Zhuang,‡

and Junrong Zheng*,†

†Department of Chemistry, Rice University, 6100 Main Street, Houston, Texas 77005-1892, United States
‡State Key Laboratory of Molecular Reaction Dynamics, Dalian Institute of Chemical Physics, Chinese Academy of Sciences, Dalian
116023, Liaoning, People’s Republic of China
§Institute of Chemistry, Chemical Engineering and Food Safety, Bohai University, Jinzhou 121000, People’s Republic of China

*S Supporting Information

ABSTRACT: Energy-gap-dependent vibrational-energy transfers among the nitrile stretches of KSCN/KS13CN/KS13C15N in
D2O, DMF, and formamide liquid solutions at room temperature were measured by the vibrational-energy-exchange method.
The energy transfers are slower with a larger energy donor/acceptor gap, independent of the calculated instantaneous normal
mode (“phonons” in liquids) densities or the terahertz absorption spectra. The energy-gap dependences of the nonresonant
energy transfers cannot be described by phonon compensation mechanisms with the assumption that phonons are the
instantaneous normal modes of the liquids. Instead, the experimental energy-gap dependences can be quantitatively reproduced
by the dephasing mechanism. A simple theoretical derivation shows that the fast molecular motions in liquids randomize the
modulations on the energy donor and acceptor by phonons and diminish the phonon compensation efficiency on energy
transfer. Estimations based on the theoretical derivations suggest that, for most nonresonant intermolecular vibrational-energy
transfers in liquids with energy gaps smaller than the thermal energy, the dephasing mechanism dominates the energy-transfer
process.

1. INTRODUCTION
In nature, energy transfer from one level of one molecule to
another level of another molecule is ubiquitous. This process is
typically called nonresonant energy transfer. In the condensed
phase, the energy values of the donor and acceptor have certain
distributions because of molecular motions and interactions.
Therefore, being “nonresonant” refers to the fact that the
central value of the donor energy distribution is different from
that of the acceptor. For the transfer process to occur, the total
energy needs to be conserved. It is traditionally believed that
the gap between the central energy values of the donor and
acceptor is compensated by phonons available in the bath.1,2 If
the energy gap is close to that of the most abundant phonons in
the bath, the energy-transfer system needs to pick up one
phonon from the bath with energy matching the gap if the
energy of the donor is smaller than that of the acceptor or emit
one phonon into the bath if the donor has a higher energy than

the acceptor. If the energy gap is much larger than the energies
of the most abundant phonons, two or more phonons can be
involved in the energy-transfer process. This idea was applied to
explain electronic energy transfers in crystalline solids.1−3 Later
on, it was extended to explain vibrational-energy relaxations and
transfers in liquids.4−6 Close examination of the literature
identifies discrepancies. For the one-phonon process, the
majority of theoretical approaches use the first-order coupling
matrix1
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where kDA is the energy-transfer rate constant from the donor
(D) to the acceptor (A). ΔEDA is the donor/acceptor energy
gap. VDA is the coupling between D and A. Vs−b′ is the system-
bath coupling. ρΔEDA is the phonon density of the bath at the
energy gap ΔEDA. N = [exp(|ΔEDA|/RT) − 1]−1 + 1 for the
emission process, and N = [exp(|ΔEDA|/RT) − 1]−1 for the
absorption process. However, another theoretical approach2

states that the first-order coupling matrix is very close to zero.
Therefore, the second-order coupling matrix rather than the
first-order coupling matrix is needed to describe the one-
phonon process7
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The two energy-transfer equations (eqs 1 and 2) to describe
the same process are similar except that the term ΔEDA

2

appears in the denominator of eq 2, making the prediction of
the gap dependence of the energy-transfer rate different from
that using eq 1.
In addition to the phonon compensation mechanisms,

another mechanism can govern the nonresonant energy
transfers in condensed phases. In a condensed phase, the
energy of a molecule is a distribution rather than a single value.
Consequently, for an energy-transfer system with different
donor/acceptor central energy values, there is always some
chance that the energy distributions of the donor and acceptor
can overlap. Energy can thus transfer between the donor and
acceptor resonantly through the overlapping portion in a
manner similar to Förster energy transfer. We call this “the
dephasing mechanism”.7 According to our previous studies,7,8

the energy-transfer rate constant of the dephasing mechanism
can be expressed as
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where Δω (Δω = ωA − ωD) is the donor/acceptor (D/A)
energy gap, V is the D/A coupling strength, and τ is the
dephasing time of D/A coherence. If the energy transfer is
through the dephasing mechanism, the rate is lower with a
larger gap because the resonant overlap is smaller, independent
of the phonon density. For any nonresonant energy transfer in
a condensed phase, both dephasing and phonon compensation
mechanisms play roles simultaneously, as a donor molecule and
an acceptor molecule that have different frequencies can
fluctuate to have the same energy by dephasing and resonantly
transfer energy through the dephasing mechanism or directly
nonresonantly transfer energy through phonon compensation
before they fluctuate to have the same energy.
For electronic energy transfers in liquids, the line width of

either donor or acceptor is typically broader than 6 nm (>100
cm−1, close to the thermal energy of 200 cm−1 at room
temperature). The spectra of donor and acceptor overlap
significantly for relatively small central frequency differences
(<200 cm−1). It is therefore the dephasing mechanism that
works well, and the Förster approach,9−11 in which the
dephasings of the donor and acceptor are uncorrelated so
that the spectral overlap can be used to estimate the energy-
transfer rate,7 is typically used. If the gap is large, the spectral
overlap is small, and the energy transfer through the dephasing
mechanism is slow, phonon compensation can still play a very
minor role because now it can require multiple phonons to

compensate the gap, which can be very slow. For electronic
energy transfers in solids, the line widths can be very narrow,
and the phonon compensation mechanism can be dominant.2

Energy transfers in the molecular vibrational regime are
different from those in the electronic regime. The line width is
much narrower. A typical vibrational mode (except those
strongly H-bonded species, e.g., OH stretch) in a liquid has a
line width of ∼20 cm−1 or smaller. If the gap between the
central energy values of the donor and acceptor is close to the
thermal energy at room temperature, 200 cm−1, on one hand,
the spectral overlap is very small and therefore the energy
transfer through the dephasing mechanism must be very slow.
On the other hand, the bath can provide a sufficiently large
number of phonons at the energy of the gap so that one-
phonon compensated energy transfer can occur in such a
system. Therefore, nonresonant vibrational-energy transfers
were typically considered as occurring through the phonon
compensation mechanism even in liquids where “phonons” are
those instantaneous normal modes,4,12 and the dephasing
mechanism was not considered.
The general ideas about energy transfers under various

conditions as described above have been used to explain
experimental observations for decades.4,5 However, very few
experiments have been able to unambiguously test these ideas.
One main obstacle is that the key experiments for testing
different energy-transfer mechanisms, namely, energy-gap-
dependent energy-transfer experiments, are practically difficult
to perform because “experimentally it is difficult to somehow
change the frequency of the energy gap but keep all other
features of the system the same.”1 Because of the experimental
difficulties, many critical problems about nonresonant molec-
ular energy transfer in condensed phases remain open, such as
how to predict the relative importance of the two energy-
transfer mechanisms. Our previous experiments showed that
the phonon compensation mechanism plays an important role
in nonresonant energy transfers between the nitrile stretches of
KSCN and K13C15N (with a gap of 75 cm−1) and those of
KSCN and K13CN (with a gap of 48 cm−1) in potassium
thiocyanate crystals. However, in liquids, for the same energy-
transfer processes, the dephasing mechanism, instead of the
phonon compensation mechanism, is important.7 In this work,
by combining energy-gap-dependent energy-transfer measure-
ments, calculations of instantaneous normal modes, and
theoretical derivations, we take one step further to investigate
the relative importance of the dephasing mechanism and the
phonon (instantaneous normal mode) compensation mecha-
nisms in nonresonant vibrational-energy transfers in liquids and
possible reasons that lead to this relative importance.

2. MATERIALS AND METHODS
2.1. Materials. Unless otherwise specified, chemicals were

purchased from Sigma-Aldrich and used without further
purification. KS13C15N and KS13CN were purchased from
Cambridge Isotope Laboratory. D2O was obtained from C/D/
N Isotopes Inc. Formamide was obtained from EMD Millipore.

2.2. Methods. A picosecond amplifier (∼1 ps) and a
femtosecond amplifier (38 fs) were synchronized with the same
seed pulse. The picosecond amplifier pumped an optical
parametric amplifier to produce ∼0.8 ps IR pulses (varying
from 0.7 to 0.9 ps at different frequencies) with a bandwidth of
10−35 cm−1 in the tunable frequency range from 400 to 4000
cm−1 with an energy of 1−40 μJ/pulse at 1 kHz. Light from the
femtosecond amplifier was used to generate a high-intensity
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mid-IR and terahertz supercontinuum pulse with a duration of
<100 fs in the frequency range from <10 cm−1 to >3500 cm−1

at 1 kHz.13 In experiments, the picosecond IR pulse was the
excitation beam (the excitation power was adjusted based on
need, and the focus spot varied from 100 to 500 μm). The
supercontinuum pulse was the detection beam, which was
frequency-resolved by a spectrograph (resolution of 1−3 cm−1

depending on frequency), yielding the detection axis of a 2D IR
spectrum. Two polarizers were added into the path of the
detection beam to selectively measure the parallel- or
perpendicular-polarized signal relative to the excitation beam.
Vibrational lifetimes were obtained from the transition signal of
rotation-free CN stretch 0−1 (from the CN-stretch ground
state to its first excited state) or 1−2 (from the CN stretch first
excited state to its second excited state) Plife = P|| + 2 × P⊥,
where P|| and P⊥ are the parallel and perpendicular data,
respectively, obtained from experiments in which the polar-
ization of the excitation beam was parallel (P||) and
perpendicular (P⊥) to that of the detection beam. Vibra-
tional-energy-transfer rate constants were obtained from the
vibrational-energy-exchange method and the resonant energy-
transfer-induced anisotropy decay method.14−17

Terahertz absorption spectra were obtained on a home-built
ultrafast broadband terahertz spectrometer.13,18

2.3. MD Simulations and Instantaneous Normal Mode
(INM). In the MD simulations, the initial spatial distributions of
the molecules and ions were set up to be random. The SPC/E
model19 was used for D2O water. The OPLS force fields from
the GROMACS package20 were used for the formamide and
dimethylformamide (DMF) solvents. Cubic periodic boundary
boxes were used in the simulations. The SCN− model was
taken from a previous work.21

For each sample, a 2-ns NPT ensemble equilibration was
carried out to generate the proper size of the simulation box,
and then enough samples were collected for INM analysis. The
sample sizes and compositions are listed in Table 1. The

equations of motion were integrated using the velocity Verlet
integration scheme22 with a time step of 2 fs. For each NPT
simulation, the temperature was weakly coupled to a bath with
Nose−́Hoover thermostats23,24 at 298 K with a relaxation time
of 0.1 ps. The weak coupling Berendsen scheme was used to
control the system pressure at 1 atm with a coupling time
constant of 1 ps.25 Long-range Coulombic forces were
calculated using the particle-mesh Ewald method.26 The
Lorentz−Berthelot rules22 were used as the combination rule
for the Lennard-Jones potential parameters. The nonbonded
van der Waals interactions were truncated at 12 Å using
switching functions. Minimum image conditions22 were used.
All simulations were performed using the GROMACS 4.3
simulation package.20

The instantaneous normal mode (INM) analysis12,27 was
derived from the Hessian matrices. The second derivatives of
the potential energy [E(R)] for the 50 configurations from
molecular dynamics simulations were calculated with respect to
the mass-weighted atomic coordinates. The configurations were
collected every 10-ps frequency. The INM frequencies ωi(R) (i
= 1, ..., 3N) of samples with N atoms were obtained by
diagonalizing the 3N × 3N Hessian matrix. The density of
states (DOS) of INMs is written as the ensemble average,
D(ω) = ⟨∑i=1

3Nδ[ω − ωi(R)]/3N⟩.

3. RESULTS AND DISCUSSION
3.1. FTIR, Terahertz, Neutron Scattering, and Instanta-

neous Normal Mode Spectra. The nonresonant energy-
transfer systems studied were composed of 1:1 KSCN/KS13CN
and 1:1 KSCN/KS13C15N in formamide, DMF, and D2O
solutions, as well as 1:1 KS13CN/KS13C15N in DMF solutions.
In the vibrational-energy-transfer experiments, the energy
donors and acceptors were the nitrile stretches CN, 13CN,
and 13C15N of the anions. Isotope labeling shifts the vibrational
frequency of the nitrile stretch but not other molecular
properties (transition dipole moment, phonon density, and
molecular interaction strength) that might affect the energy-
transfer rate. As displayed in Figure 1, the vibrational frequency
of the nitrile stretch 0−1 transition of SCN− is 2061 cm−1 in
formamide solution, 2057 cm−1 in DMF solution, and 2066
cm−1 in D2O solution. Those of S13CN− and S13C15N− are red
shifted by 48 and 75 cm−1, respectively, in each solvent because
of their heavier masses. In each solvent, the widths of the nitrile
stretch peaks with different isotopes are identical, indicating
that the possible disruption of solute/solvent interactions
caused by isotope labeling is negligible. Normalized with
respect to the molar ratio, the heights of the nitrile peaks in
each solvent are also the same, indicating that the possible
change in the nitrile stretch 0−1 transition dipole moment
caused by isotope labeling is also negligible. In addition, isotope
labeling is not expected to change the internal vibrational
modes of SCN− at frequencies below 100 cm−1, where the
energy gaps among the nitrile stretches are, because no internal
vibrational modes of the SCN− reside at such low frequencies.
According to our DFT calculations, the lowest vibrational
frequency of a SCN− ion is about 440 cm−1. Raman and neuron
scattering spectra in Figure 1H,I show that even the frequencies
of lattice motions (phonons) of potassium thiocyanate crystals
are hardly affected by isotope labeling.
The three solvents have very different molecular structures,

different terahertz absorption spectra (Figure 2) at frequencies
below 100 cm−1, and different instantaneous normal mode
distributions (Figure 3). In the three solvents, the widths of the
nitrile stretch peaks are also different. The full width at half-
maximum (fwhm) is ∼28 cm−1 in formamide, ∼15 cm−1 in
DMF, and ∼29 cm−1 in D2O. The different line widths reflect
the different solute/solvent interactions in the solutions.

3.2. Energy-Gap-Dependent Vibrational-Energy
Transfers. As discussed above, in each solvent, the only
difference among the vibrational-energy transfers between any
two nitrile stretches of KSCN/KS13CN/KS13C15N is the energy
gap. Other parameters that can affect the energy-transfer
kinetics remain essentially constant in solutions with potassium
thiocyanate labeled with different isotopes. Therefore, measur-
ing the vibrational-energy-transfer rates between two nitrile
stretches of anions labeled with different isotopes allows the
energy-gap dependence of the energy transfers to be tested

Table 1. Details of the Simulation Boxes

composition
number of solvent

molecules
box size
(Å)

KSCN/KS13C15N/formamide
(1:1:8)

500 33.23

KSCN/KS13CN/formamide
(1:1:8)

500 33.23

KSCN/KS13CN/D2O (1:1:4.8) 500 31.95
KSCN/KS13C15N/D2O (1:1:4.8) 500 31.95
KSCN/KS13CN/DMF (1:1:16) 500 42.13
KSCN/KS13C15N/DMF (1:1:16) 500 42.13

The Journal of Physical Chemistry A Article

DOI: 10.1021/jp511651t
J. Phys. Chem. A 2015, 119, 669−680

671

http://dx.doi.org/10.1021/jp511651t


directly. Because solutions with different solvents have different
instantaneous normal mode distributions, comparisons among
the energy-gap dependences in different solutions can also

provide information about whether the nonresonant vibra-
tional-energy transfers between two nitrile stretches depend on
the instantaneous normal modes.

Figure 1. (A) FTIR spectrum of the CN and 13CN stretches of SCN− and S13CN− in a 1:1 KSCN/KS13CN formamide solution with a 1:4 salt molar
ratio at room temperature. The energy donor/acceptor gap is 48 cm−1. Top: Illustration of energy transfer from SCN− to S13CN− anion. (B) FTIR
spectrum of the CN and 13C15N stretches of SCN− and S13C15N− in a KSCN/KS13C15N = 1/1.05 formamide solution with a 1:4 salt molar ratio at
room temperature. The energy donor/acceptor gap is 75 cm−1. Top: Illustration of energy transfer from SCN− to S13C15N− anion. Yellow balls
represent S, gray balls represent C, and blue balls represent N. (C−E) FTIR spectra of (C) KS13CN/KS13C15N = 1.06/1, (D) KSCN/KS13CN =
1.04/1, and (E) KSCN/KS13C15N = 1/1.02 showing the nitrile stretch 0−1 transition peaks in DMF solution with 1:8 salt molar ratio at room
temperature. (F,G) FTIR spectra of (F) KSCN/KS13CN = 1.05/1 and (G) KSCN/KS13C15N = 1.06/1 showing the nitrile stretch 0−1 transition
peaks in D2O solution with 1:2.4 salt molar ratio at room temperature. Panels B, E, and G are plotted in the same frequency range. (H) Raman
scattering spectra of two mixed potassium thiocyanate crystals at room temperature. (I) Neutron scattering spectra of KSCN and KS13C15N crystals
at 5 K.
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To measure the energy transfers among the nitrile stretches,
we used the vibrational-energy-exchange 2D IR method14,16,17

with which the energy-transfer rate constants kCN→13
C
15
N from

SCN− to S13C15N− with an energy gap of 75 cm−1 and kCN→13
CN

from SCN− to S13CN− with an energy gap of 48 cm−1 in
different solutions can be determined directly. Figure 4A
displays three waiting-time-dependent 2D IR spectra of the 1:1
KSCN/KS13C15N formamide solution with a 1:4 salt/solvent
molar ratio. At 0 ps, there are only two peak pairs on the
diagonal. Red peaks 1 and 3 are the 0−1 (from the ground state
to the first excited state) transition (both bleaching and
stimulated emission) signals of the CN and 13C15N stretches,
respectively, two blue peaks 2 and 4 are their corresponding 1−
2 (from the first to the second excited state) absorption signals,
which shift to lower frequencies along the ω3 axis because of
vibrational anharmonicities. With an increase in waiting time,
vibrational energy begins to be exchanged between SCN− and
S13C15N− anions. As a result of energy exchange, two cross-
peak pairs (peaks 5−8) grow in the 2D IR spectra (50 and 100
ps). Peaks 5 and 6 arise from the energy transfer from SCN− to
S13C15N−, and peaks 7 and 8 are generated by the reverse
energy-transfer process from S13C15N− to SCN−. Peaks 5 and 6
are larger than peaks 7 and 8 because of the detailed balance
principle.7,28 Simultaneous analyses of the time-dependent
intensities of peaks 2, 4, 6, and 8 based on the vibrational-
energy-exchange kinetic model14,16,17 show that the energy-
transfer time (1/kCN→13

C
15
N) from SCN− to S13C15N− is 290 ±

30 ps. A description of the kinetic model is provided in the
Supporting Information. Data and calculations are displayed in
Figure 4C,D.
The energy transfer from SCN− to S13CN− in the 1:1

KSCN/KS13CN formamide solution was also measured. At 50
and 100 ps, cross-peaks 6 and 7 in the 2D IR spectra of Figure
4B have larger intensities than those in Figure 4A at the same
waiting times (the relatively smaller cross-peaks 5 and 8 in
Figure 4B are because of cancellation by peaks 2 and 3,

respectively, of opposite signs). This observation indicates that
the vibrational-energy transfer between the nitrile stretches is
faster with a smaller energy donor/acceptor gap, because the
growth of the cross-peaks indicates how fast the energy transfer
occurs. Kinetic analyses (Figure 4E,F) show that the energy-
transfer time (1/kCN→13

CN) from SCN− to S13CN− with an
energy gap of 48 cm−1 is 102 ± 10 ps, about 2.8 times that from
SCN− to S13C15N− with a larger gap of 75 cm−1. These results
show that the nonresonant energy-transfer rates in solutions are
strongly dependent on the energy gap. The vibrational-energy
transfer between the nitrile stretches is faster with a smaller
energy donor/acceptor gap.
Using the same procedure, the energy-transfer time constants

in the other two solvents were also determined. In D2O
solution, the energy-transfer time (1/kCN→13

CN) from SCN− to
S13CN− is 46 ± 7 ps, and that from SCN− to S13C15N− is 115 ±
15 ps.28 In DMF solution, the energy-transfer time (1/
k13

CN→
13
C
15
N) from S13CN− to S13C15N− with an energy gap of

27 cm−1 is 225 ± 20 ps. (Data and calculations are in the
Supporting Information.) The energy-transfer time (1/
kCN→13

CN) from SCN− to S13CN− with a larger gap of 48
cm−1 is 570 ± 50 ps, and that (kCN→13

C
15
N) from SCN− to

S13C15N− with the largest gap of 75 cm−1 is 1150 ± 100 ps.7 As
in the formamide solutions, the energy transfers are also slower
with a larger energy gap in the D2O and DMF solutions.

3.3. Phonon Compensation with Instantaneous
Normal Modes Cannot Describe Energy-Gap-Depend-
ent Experiments. As discussed in the Introduction, one-
phonon compensation mechanisms are frequently used to
describe nonresonant vibrational-energy transfers with gaps less
than or close to the thermal energy.2,4,29,30 The energy gap
between the initial state (energy donor) and the final state(s)
(energy acceptor) is believed to be compensated by the energy
of low-frequency modes of the system during nonradiative
transfer processes. In liquids, the low-frequency modes are
composed of instantaneous normal modes,12,31−33 the quanta

Figure 2. Terahertz (far-IR) absorption spectra of (A) formamide, (B) DMF, and (C) D2O.

Figure 3. (A−C) Calculated phonon density of states of INM of 1:1 KSCN/KS13CN (black lines) and 1:1 KSCN/KS13C15N (red lines) (A) in a
DMF solution with a 1:8 salt molar ratio, (B) in a D2O solution with a 1:2.4 salt molar ratio, and (C) in a formamide solution with a 1:4 salt molar
ratio at room temperature. Isotope substitutions of 12C and 14N by 13C and 15N do not change the density of states of INM. (D) Calculated phonon
density of states of the instantaneous normal mode of 1:1 KSCN/KS13CN in a DMF solution with a 1:8 salt molar ratio, in a D2O solution with a
1:2.4 salt molar ratio, and in a formamide solution with a 1:4 salt molar ratio at room temperature.
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of which are usually referred to as phonons, because the role
played by instantaneous normal modes is believed to be
analogous to that of the well-defined acoustic and optical
phonon modes in crystals.4 In vibrational relaxation theories,
first-order perturbation theory with the first-order coupling
matrix (eq 1) is typically employed to estimate the vibrational-
energy-transfer rate based on the Fermi golden rule.4,29

To use eq 1 to predict the energy-gap dependences of the
vibrational-energy transfers among the nitrile stretches, let us
analyze each of its parameters. The first parameter, VDA, is the
donor/acceptor (D/A) coupling strength, which is determined
by the transition dipole interactions7 and is therefore
independent of the energy gap for potassium thiocyanate
systems, as discussed above. The second parameter, Vs−b′ , is the

system−bath coupling, which can be energy-gap-dependent.
However, its independence of the energy gap is usually
assumed.4 This assumption is reasonable for small energy gaps
with relatively large transition frequencies between the ground
state and the excited state, because Vs−b′ is determined by the
difference between phonon modulations on the ground and
first excited states.2,7 In the systems studied in this work, the
chemical properties of all of the nitrile stretches are essentially
identical, and the largest first-excited-state energy difference
between two nitrile stretches is only 75 cm−1, which is
significantly smaller than the energy difference of ∼2000 cm−1

between the ground and first excited states. Therefore, it is
reasonable to assume that Vs−b′ is independent of the energy
gap for potassium thiocyanate systems. The third parameter,

Figure 4. (A,B) Two-dimensional IR spectra of (A) a 1:1 KSCN/KS13C15N formamide solution and (B) a 1:1 KSCN/KS13CN formamide solution
with a 1:4 salt/solvent molar ratio at three waiting times. The maximum intensity in each plot is normalized to be 1. (C−F) Waiting-time-dependent
intensities of (C,D) peaks 2, 3, 6, and 7 in panel A and (E,F) peaks 2, 4, 6, and 8 in panel B. Dots are experimental data, and curves are calculations
based on the energy-exchange kinetic model.
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ρΔEDA, is the phonon density of the bath at the energy gap
ΔEDA, which is energy-gap-dependent, as displayed in Figure 3.
If the instantaneous normal modes are taken to be ρΔEDA as

suggested in the literature,4 the ratio of ρΔEDA values (the sum of
INMs in Figure 3 in the range of the peak fwhm) at different
gaps is ρ27 cm−1/ρ48 cm−1/ρ75 cm−1 = 1.16:1.17:1 for the DMF
solutions, ρ48 cm−1/ρ75 cm−1 = 0.88:1 for the formamide solutions,
and ρ48 cm−1/ρ75 cm−1 = 0.95:1 for the D2O solutions. The last
parameter, N, is also gap-dependent. For the emission
processes with gaps of 27, 48, and 75 cm−1, the ratio of values
of N = [exp(|ΔEDA|/RT) − 1]−1 + 1 is N(27 cm−1)/N(48
cm−1)/N(75 cm−1) = 2.5:1.5:1. Summarizing the above
discussion, eq 1 predicts that, for the DMF solutions, the
energy-gap dependence of the vibrational-energy-transfer rate
constants is k13

CN→
13
C

15
N(27 cm−1)/kCN→

13
CN(48 cm−1)/

kCN→13
C
15
N(75 cm−1) = 2.9:1.8:1. For the formamide solutions,

the predicted gap dependence is kCN→
13
CN(48 cm−1)/

kCN→13
C
15
N(75 cm

−1) = 1.3:1. For D2O solutions, the prediction
is kCN→13

CN(48 cm−1)/kCN→13
C
15
N(75 cm−1) = 1.4:1.

As introduced above, the experimental energy-gap depend-
ences are k13

CN→
13
C

15
N(27 cm−1)/kCN→

13
CN(48 cm−1)/

kCN→13
C

15
N(75 cm−1) = 5.0:2.1:1 in the DMF solutions,

kCN→
13
CN(48 cm−1)/kCN→

13
C

15
N(75 cm−1) = 2.8:1 in the

formamide solutions, and kCN→13
CN(48 cm−1)/kCN→13

C
15
N(75

cm−1) = 2.5:1 in the D2O solutions. These experimental results
are almost 100% off from the predictions of eq 1.
Using a similar procedure to analyze the parameters of eq 2,

we can also apply eq 2 to predict the energy-gap dependences
in the three solvents. In the DMF solutions, eq 2 predicts
k13

CN→
13
C
15
N(27 cm−1)/kCN→13

CN(48 cm−1)/kCN→13
C
15
N(75 cm−1)

= 22.3:4.4:1. In the formamide solutions, eq 2 predicts
kCN→13

CN(48 cm−1)/kCN→13
C
15
N(75 cm−1) = 3.2:1. The pre-

diction for the D2O solutions is kCN→
13
CN(48 cm−1)/

kCN→13
C
15
N(75 cm−1) = 3.4:1. The predictions for the D2O

and formamide solutions are somewhat close to the
experimental results, but the prediction for the DMF solutions
is very different from the experimental result.
Summarizing the above discussion, one can see that the

predictions of either eq 1 or eq 2 cannot describe all of the
experimental results.
3.4. Dephasing Mechanism Can Describe Energy-

Gap-Dependent Experiments. Our previous studies sug-
gested that the noncoherent (τ−1 > V) resonant and
nonresonant vibrational-energy transfers in liquids can be
quantitatively described by the energy-transfer equation of the
dephasing mechanism (eq 3).7,8 In eq 3, to describe energy-
gap-dependent experiments, there are only two unknown
parameters: the dephasing line width τ−1 and the D/A coupling
strength V. τ−1 must not be larger than the sum of the
Lorenzian line widths of the donor and acceptor.7 Both
parameters are energy-gap-independent. Based on this
information and the fact that τ−1 is smaller than the energy
gaps in the three solvents, the term (Δω)2 + 4V2 + τ−2 in eq 3
can be approximated as (Δω)2, and eq 3 predicts that the
energy-gap dependence for the vibrational-energy transfers
among the nitrile stretches is k13

CN→
13
C

15
N(27 cm−1)/

kCN→13
CN(48 cm−1)/kCN→13

C
15
N(75 cm−1) = 6.9:2.3:1. This

predicted gap dependence is close to the energy-gap-dependent
experimental results in all three solvents obtained in this work.
The predicted k13

CN→
13
C
15
N(27 cm−1) value (6.9) is slightly

larger than the measured one (5.0), because 4V2 + τ−2, which is
assumed to be very small and ignored in the prediction, is

actually not much smaller than (Δω)2. If 4V2 + τ−2 is added
into consideration, the predicted k13

CN→
13
C
15
N(27 cm−1) value is

5.6, which is very close to the measured value.
The above semiquantitative estimation based on eq 3

without tuning any parameters can already describe all three
energy-transfer systems simultaneously very well. In fact, all of
the energy-gap-dependent experimental results can be
quantitatively reproduced by eq 3. The two unknown
parameters (τ−1 and V) can be obtained by solving eq 3 with
energy-transfer results for at least two different energy gaps. For
the DMF solutions, substituting the four energy-transfer time
constants 49.4 ps (Δω = 0),7 225 ps (Δω = 27 cm−1), 570 ps
(Δω = 48 cm−1), and 1150 ps (Δω = 75 cm−1) (none of the
energy-transfer time constants were normalized for the few-
percent concentration fluctuations, as the overall uncertainty
was estimated to be ∼10%) into eq 3, we obtain the coupling
strength V = 1.25 cm−1 and the dephasing width τ−1 = 14 cm−1

with the calculated time constants 49 ps (Δω = 0), 211 ps (Δω
= 27 cm−1), 542 ps (Δω = 48 cm−1), and 1191 ps (Δω = 75
cm−1). Within experimental uncertainty (∼10%), the calculated
energy-transfer times for all four different gaps are identical to
the measured values. For the D2O solutions, substituting the
three energy-transfer time constants 6 ps (Δω = 0),7 46 ps
(Δω = 48 cm−1), and 115 ps (Δω = 75 cm−1) into eq 3, we
obtain the coupling strength V = 4.1 cm−1 and the dephasing
width τ−1 = 15 cm−1 with the calculated time constants 6.1 ps
(Δω = 0), 49 ps (Δω = 48 cm−1), and 105 ps (Δω = 75 cm−1).
Again, within experimental uncertainty (∼10%), the calculated
energy-transfer times for all three gaps are identical to the
measured values. The experimental results and predictions for
the energy transfers in the two solvents are plotted in Figure 5.

Similarly, for the formamide solutions, substituting the two
energy-transfer time constants 102 ps (Δω = 48 cm−1) and 290
ps (Δω = 75 cm−1) into eq 3, we obtain the coupling strength
V = 2.6 cm−1 and the dephasing width τ−1 = 14 cm−1 with the
calculated time constants 127 ps (Δω = 48 cm−1) and 277 ps
(Δω = 75 cm−1). The predictions are again very close to the
experimental results.
In summary, the energy-gap-dependent vibrational-energy

transfers among the nitrile stretches in the three solvents
cannot be described simultaneously by the phonon compensa-
tion mechanisms (eqs 1 and 2), but all of them can be
quantitatively reproduced by the dephasing mechanism (eq 3).
The experimental results and predictions are listed in Table 2.

Figure 5. Energy-gap-dependent energy-transfer (ET) times in DMF
and D2O solutions determined by experimental results (symbols) and
predicted by the dephasing energy-transfer equation (eq 3) (lines).
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3.5. Fast Molecular Motions in Liquids Diminish
Phonon Compensation. One possible reason for the inability
of the phonon compensation mechanisms described by eqs 1
and 2 to describe the energy-gap-dependent vibrational-energy-
transfer experiments in solution is that the assumptions of the
system−bath coupling being independent of the gap and all of
the instantaneous normal modes participating equally in the
compensation might be invalid. However, this possibility is very
difficult to test experimentally, because, to the best of our
knowledge, no existing experimental tools are able to
quantitatively determine the system−bath coupling strength
or the phonon densities involved in the energy compensation
process.
In addition to the above possibility, we believe that there is

an intrinsic reason for the failure of the phonon compensation
mechanisms to work for the nonresonant energy transfers
studied in this work if the instantaneous normal modes are
taken to be the phonons. The essential reason is that the very
fast molecular motions in the liquids randomize the
modulations on the energy donor and acceptor by the phonons
and diminish the collective compensation effect of phonons for
the much slower energy-transfer process. In the following
discussion, a simple derivation of the one-phonon compensa-
tion process with the second-order coupling matrix is provided
to illustrate this point.
The energy-transfer rate from the initial state |i⟩ to the final

state |f⟩ of the energy-transfer process is proportional to the
transition probability34

→ = | + + ···|P i f c t c t( ) ( ) ( )f f
(1) (2) 2

(4)

where

∫= −
ℏ

⟨ | ′ ′ | ⟩ ′ω ′⎜ ⎟
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⎞
⎠c t f H t i t( )

i
e ( ) df

t

t
t(1) i fi

0 (5)
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′ ″ ⟨ | ′ ′ | ⟩
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′
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″
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⎠c t t t f H t m

m H t i
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i

d d e ( )

e ( )

f
m t

t

t

t
t

t

(2)
2

i

i

fm
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0 0

(6)

ωf i = (Ef − Ei)/ℏ, ωfm = (Ef − Em)/ℏ, ωmi = (Em − Ei)/ℏ, and |
m⟩ denotes all possible intermediate states.
The Hamiltonian H′ consists of the direct interaction

between donor and acceptor, HDA, and the couplings between
the phonons and the system, Hph(D) (with the donor) and
Hph(A) (with the acceptor)

′ = + +H H H H(D) (A)DA ph ph (7)

The initial state is

| ⟩ = | * ⟩i nD , A, q (8)

where the donor D is in its first excited state D*, the acceptor A
is in the ground state A, and the phonon state is nq. The final
state is

| ⟩ = | * ± ⟩f nD, A , 1q (9)

where the donor D is in the ground state D, the acceptor A is in
its first excited state A*, and the phonon state is nq ± 1. The
initial and final states have the same energy Ei. The energy gap
between the donor and acceptor, ΔE = ED − EA, is
compensated by one phonon, and the upper and lower signs
of nq ± 1designate phonon emission if ΔE > 0 and absorption if
ΔE < 0, respectively. The two possible intermediate states2 are

| ⟩ = | * ± ⟩m nD , A, 1q1 (10)

| ⟩ = | * ⟩m nD, A , q2 (11)

with energies of Ei + ΔE and Ei − ΔE, respectively. q denotes
the wave vector of the phonon whose energy is ℏω(q) = |ΔE|.
The first-order coupling matrix element ⟨f |H′(t′)|i⟩ is

negligibly small.7 We define the following terms for the
second-order coupling matrix

⟨ *| | * ⟩ =H VD, A D , ADA

φ

⟨ ± | | ⟩ = ⟨ ± | + | ⟩

∓ ·

†
−n H n g s q n b b n

tq r

D, 1 (D) D, ( , ) 1 ( )

exp( i ) exp[i ( )]

s q s qq q q qph D , ,

D

φ

⟨ ± | | ⟩ = ⟨ ± | + | ⟩

∓ ·

†
−n H n g s q n b b n

tq r

A, 1 (A) A, ( , ) 1 ( )

exp( i ) exp[i ( )]

s q s qq q q qph A , ,

A

φ

⟨ * ± | | * ⟩ = ⟨ ± | + | ⟩

∓ ·

†
−n H n e s q n b b n

tq r

D , 1 (D) D , ( , ) 1 ( )

exp( i ) exp[i ( )]

s q s qq q q qph D , ,

D

φ

⟨ * ± | | * ⟩ = ⟨ ± | + | ⟩

∓ ·

†
−n H n e s q n b b n

tq r

A , 1 (D) A , ( , ) 1 ( )

exp( i ) exp[i ( )]

s q s qq q q qph A , ,

A

where gi(s,q) and ei(s,q) (i = D, A) denote the coupling
between the phonon of wave vector q (branch s) and the
ground state and first excited state of i, respectively. bs,q

† , bs,−q are
the phonon creation and annihilation operators, respectively. rD
and rA are the position vectors of the donor and acceptor,
respectively, and exp[iφ(t)] denotes the phase fluctuation
caused by the change of rD or rA because of molecular motions.
Therefore, the second-order coupling matrix elements are

⟨ | ′ ′ | ⟩ = ⟨ *| | * ⟩ =f H t m H V( ) D, A D , A1 DA

φ

⟨ | ′ ″ | ⟩ = ⟨ * ± | ″ | * ⟩

+ ⟨ ± | ″ | ⟩

= ⟨ ± | + | ⟩ ∓ ·

+ ∓ · ″

†
−

m H t i n H t n

n H t n

n b b n e s q

g s q t

q r

q r

( ) D , 1 (D)( ) D ,

A, 1 (A)( ) A,

1 ( ) [ ( , ) exp( i )

( , ) exp( i )]exp[i ( )]

s q s q

q q

q q

q q

1 ph

ph

, , D D

A A

Table 2. Experimental and Predicted Energy-Gap Dependences

predictions

experiments eq 1 eq 2 eq 3

k13
CN→

13
C
15
N(27 cm−1)/kCN→13

CN(48 cm−1)/kCN→13
C
15
N(75 cm−1) in DMF 5.0:2.1:1 2.9:1.8:1 22.3:4.4:1 5.6:2.2:1

kCN→13
CN(48 cm−1)/kCN→13

C
15
N(75 cm−1) in D2O 2.5:1 1.4:1 3.4:1 2.2:1

kCN→13
CN(48 cm−1)/kCN→13

C
15
N(75 cm−1) in formamide 2.8:1 1.3:1 3.2:1 2.2:1
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The time-dependent terms in the integral in eq 6 can be written
as
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and
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where ωfm1
≈ ωm2i = −ΔE/ℏ, ωfm2

≈ ωm1i = −ΔE/ℏ, and ωif =

ωf i ≈ 0. Because the exponential terms that contain ωnmk
(n = i,

f; k = 1, 2) in eqs 12 and 13 give rise to a rapid oscillation
(compared to the terms that contain ωif), they do not
contribute to the transition probability that grows with t.
Equation 6 can now be rewritten as
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where Wfi(q) = (V/ΔE)⟨nq ± 1|bs,q
† + bs,−q|nq⟩Vph(s,q) exp(iq·

rA) [exp(±iq·r) − 1] with Vph(s,q) = gD(s,q) − eD(s,q) = gA(s,q)
− eA(s,q) and r = rA − rD is the same as the coupling matrix
with a constant phase that was derived previously.7 As a result,
the transition probability is
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Here, we let eiφ(t′) = eiφi when ti ≤ t′ < ti + Δti. As one can see
from the definition of Wfi(q), the amplitude, and therefore the
energy-transfer rate from i to f, is determined by the difference
([exp(±iq·r) − 1]) in the phonon modulations on the donor
and acceptor. The fast molecular motions in liquids, for
example, the donor and acceptor switching positions, can
randomize the modulations. The randomization is reflected by
the term |∑i=1

N eiφi∫ ti
ti+Δtidt′eiωf it′|2 in eq 15. At time ti, the phase

changes to φi and then remains constant for a time duration of
Δti. When ωf i = (Ef − Ei)/ℏ ≈ 0 (conversation of energy),
∫ ti
ti+Δtidt′eiωf it′ ≈ Δti, and eq 15 is similar to a two-dimensional

random-walk problem.
For ωf i = (Ef − Ei)/ℏ = 0, if Δti = t/Q (assuming discrete

molecular motions), we have
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After averaging all possible phases, we obtain
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For the last step, considering that φi and φj are two
uncorrelated random variables, the difference between them
is also a random variable. After averaging the term of
summation, all of the positive and negative values cancel each
other out, yielding an expectation value of 0.
If the phase φ(t) is a constant (no molecular motions), then

the term in eq 15 is

∫ ∫| ′ ′ | = | ′ | ≈φ ω ω′ ′t t td e e d e
t

t t
t

t

0

i ( ) i 2

0

i 2 2fi fi

(18)

Comparing eqs 17 and 18, one can see that, with the
consideration of the random phase of the coupling matrix, the
energy-transfer rate, which is proportional to the transition
probability P(i → f), is reduced to 1/Q of that with a constant
phase.
Based on eqs 17 and 18, the nonresonant energy-transfer

times among the nitrile stretches can be estimated. If we take
1000 m/s as the speed of molecular motions in the liquids (the
speed of sound in water at room temperature is about 1450 m/
s), it takes 100 fs for the molecules to move 1 Å. The D/A
distance in potassium thiocyanate solutions is about 4 Å.
Therefore, the long limit of the time constant of phonon-
modulation randomization is about 1/e of the time needed to
change one cycle, which is 294 fs {100 fs × [(2 × 4)/(1 × e)]}.
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(The randomization of the spatial distribution of INMs can
further facilitate phonon-modulation randomization.) In
addition, the rate of nonresonant energy transfer compensated
by phonons cannot exceed that of resonant energy transfer,
because nonresonant energy transfer is a process that is one
order higher than the resonant energy-transfer process.
Typically, it is at least about 1 order of magnitude slower. To
estimate the fast limit of the phonon-compensated energy-
transfer rate with phase randomization by molecular motions,
we assume that phonon compensation without phase random-
ization can be very efficient, up to 30% of the resonant transfer
rate. This value is close to the efficiency of BBO crystal
doubling or splitting photons. In D2O solutions, the resonant
energy-transfer time among the nitrile stretches is 6 ps.
According to eqs 17 and 18, the fast limit of the time constant
of the nonresonant energy transfer compensated by the
instantaneous normal modes is 408 ps {= 6 ps × [6/(0.3 ×
0.294)]}. In reality, the phonon compensation efficiency should
be lower than 30%, and the nonresonant energy transfer
between nitrile stretches in D2O solution must be much slower
than 408 ps. This time constant is much longer than the
measured constants of 46 and 115 ps for the two nonresonant
energy transfers with gaps of 48 and 75 cm−1, respectively,
indicating that the phonon (instantaneous normal mode)
compensation plays a very minor role in the experimentally
measured nonresonant vibrational-energy transfers. This
explains well why the phonon compensation mechanisms
cannot describe the experimental results. Similarly, for the
DMF solutions, the fastest limit of the time constant of
nonresonant energy transfer compensated by the instantaneous
normal modes is 27222 ps {= 49ps × [49/(0.3 × 0.294)]},
which is significantly slower than the two measured non-
resonant energy-transfer times (570 and 1150 ps).
Based on the above analyses, we can give a general estimation

of the relative importance of the dephasing mechanism and the
phonon compensation mechanism by the instantaneous normal
modes for nonresonant vibrational-energy transfer in a liquid. If
we one assume that the energy dephasing width is 20 cm−1 and
the coupling strength is 4 cm−1, which is larger than most
intermolecular vibrational transition dipole couplings, accord-
ing to eq 3, the resonant energy-transfer time for such a system
at room temperature is 7.7 ps. Using the same procedure as
discussed above, the fast limit of the energy-transfer time
through the phonon compensation mechanism is estimated to
be 672 ps. According to eq 3, the nonresonant energy transfer
needs to have an energy gap larger than 250 cm−1 to be so slow.
In other words, for nonresonant vibrational-energy transfer
with a gap smaller than the thermal energy (∼200 cm−1) at
room temperature, the energy transfer is dominated by the
dephasing mechanism. Because the vibrational parameters used
in the estimation are typical and the estimated energy-transfer
time is at the upper limit, we expect that the conclusion from
the estimation that nonresonant vibrational-energy transfers
with gaps smaller than the thermal energy in liquids should be
dominated by the dephasing mechanism is general for most
intermolecular vibrational-energy transfers.
Here, we want to emphasize that the reason for the

inefficient phonon compensation by the instantaneous normal
modes is the randomization of their modulations on the donor
and acceptor. If the phonons are internal vibrational modes of
the solvent, we expect that the randomization of the phonon
modulations caused by molecular motions will be smaller
because the donor and acceptor are always surrounded by

solvent molecules regardless of how molecules are moving
around in the liquids. Therefore, the energy transfers
compensated by such solvent internal vibrational modes are
expected to be more efficient than those compensated by the
instantaneous normal modes, provided that other necessary
conditions for energy transfers are identical. Similarly, if the
phonons are internal modes of the donor or acceptor, the
randomization effect caused by molecular motions will also be
very small, because intramolecular coupling will make the
coupling strengths of phonons to the donor and the acceptor
very different and molecular motions should have little effect on
such a difference. Certainly, we believe that this situation
should be relatively rare because very few internal modes have
frequencies lower than 200 cm−1.
The above derivation and discussion provide a rational

explanation to address why the conventional intuitive picture
used to justify the phonon mechanism, namely, that time scales
do not matter,4 is not sufficient to describe the phonon
compensated energy transfers. Time scales do matter for the
phonon compensation mechanisms. The intrinsic reason for this
conclusion is that, as shown in eqs 14 and 15, the difference in
phonon modulations on the donor and acceptor, which is
represented by r = rA − rD in the equations, must be nonzero
for energy transfer to occur. If the energy transfer is much
slower than the molecular motions, the fast molecular motions
in liquids lead to very similar average rA and rD values, resulting
in a very small r value and, therefore, a very low energy-transfer
rate (eq 15). As discussed above, this turns out to be quite
general for nonresonant vibrational-energy transfers in liquids.
The pronounced phonon-compensation effect in crystalline
samples where molecular motions are significantly slower than
those in liquids presented in the following paragraph further
supports the conclusion that time scales are important for
phonon compensation.
In crystals, molecules cannot translate, and the random-

ization effect of phonon modulations by molecular motions is
significantly smaller than in liquids. Therefore, in some crystals,
the phonon compensation mechanisms can play a dominant
role over the dephasing mechanism in nonresonant vibrational-
energy transfers, leading to inverted gap-dependent energy
transfers.7 Figure 6 illustrates such an example. Figure 6A,B
displays the 2D IR spectra (only 0−1 transitions are plotted) of
the 1:1 KSCN/KS13CN DMF 1:8 solution (with an energy gap
of 48 cm−1) and the 1:1 KSCN/KS13C15N DMF 1:8 solution
(with an energy gap of 75 cm−1) at room temperature at a
waiting time 50 ps. Because the energy transfers are governed
by the dephasing mechanism, the energy transfer is slower with
a larger gap, leading to energy-transfer cross-peaks 5 and 7 that
are smaller with a larger gap (Figure 6B). On the contrary, in
mixed crystals (Figure 6C,D), the phonon compensation
mechanism dominates energy transfers.7 The energy transfer
is faster with a larger gap because the phonon density at a larger
gap is higher (Figure 1H,I), leading to larger energy-transfer
cross-peaks 5 and 7 (Figure 6D). The detailed energy-transfer
kinetics in mixed potassium thiocyanate crystals were reported
previously.7

4. CONCLUDING REMARKS
Energy-gap-dependent vibrational-energy transfers among the
nitrile stretches of KSCN/KS13CN/KS13C15N in D2O, DMF,
and formamide liquid solutions at room temperature were
measured by the vibrational-energy-exchange method. The
energy transfers were slower with a larger donor/acceptor
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energy gap, independent of the calculated instantaneous normal
mode densities of the solutions or the terahertz absorption
spectra of the solvent. The energy-gap dependences of the
nonresonant energy transfers cannot be described by the
popular phonon compensation mechanisms with the assump-
tion that phonons are the instantaneous normal modes. Instead,
the experimental energy-gap dependences can be quantitatively
reproduced by the dephasing mechanism. A simple theoretical
derivation shows that a critical reason for the observed
nonresonant vibrational-energy transfers being independent of
the instantaneous normal mode (INM) densities is that the
molecular motions in liquids are too fast compared to the
energy-transfer time. The fast molecular motions randomize the
phonon modulations on the energy donor and acceptor,
diminishing the phonon compensation efficiency for the energy
transfer. Estimations based on theoretical derivations suggest
that, for most nonresonant intermolecular vibrational-energy
transfers in liquids with energy gaps smaller than the thermal
energy, the dephasing mechanism dominates the energy-
transfer process, which can be quantitatively described by the
dephasing energy-transfer equation (eq 3), unless the phonons
compensating the energy transfer are some specific internal
vibrational modes of either the solvent or the donor or acceptor
that are strongly coupled to the energy-transfer system, which
we believe to be relatively rare because very few internal modes
have frequencies lower than 200 cm−1.
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Kinetic Models 

To analyze the nonresonant energy trasnfers in samples, we used the kinetic model  we 

previously developed using KSCN/KS
13
C
15
N=1/1 formamide solution with a 1/4 salt 

molar ratio as an example (fig.2C&D):
1,2
 

13 15
13 15

13 15

13 15[ ] [ ]
S C N SCN

S C N SCN

SCN S C N

kk k

k
S C N SCN

−→ −− −

−→ −

− −→← →←
 

where [S
13
C
15
N
-
] denotes the population of excited S

13
C
15
N
- 
anion, and [SCN

-
] denotes 

the population of excited SCN
- 
anion.  13 15S C N SCN

k − −→
 represents the energy transfer rate 

constant from S
13
C
15
N
-
 to SCN

- 
and 13 15SCN S C N

k − −→
 represents the transfer rate constant from 

SCN
-
 to S

13
C
15
N
-
. 13 15S C N
k −  and SCN

k −  are the vibrational lifetimes of S
13
C
15
N
- 
and SCN

-
 , 

respectively, which can be single or biexponetial dependent on the experiemental 

results.
1,2
 In this work, both CN vibrational decays are observed to be bi-exponential. 

Vibrational bi-exponential decay is frequently observed for modes in the range of 

2000~2300 cm
-1
.
1-4
 It has been attributed to the fast vibrational equilibrium between the 

bright mode and one coupled dark mode.
3
 Here, we adopted the method we developed for 

bi-exponential decays to analyze the kinetics.
1-3
 We separate each CN stretch into two 

subgroups. The weighing factor of each subgroup is determined by the prefactors of the 

bi-exponential. Each subgroup has a single-exponential-decay lifetime time. Each 

subgroup can exchange energy with other CN stretches, but the subgroups can’t exchange 

energy with each other (this follows the assumed physical picture of bi-exponential: the 

sub-components can be considered as independent species). In the model, the effects of 

dynamics: spectral diffusions, vibrational decays and vibrational exchanges within each 

species are simply treated as apparent vibrational decays as experimentally measured. 
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According to the scheme, we have kinetic equations: 

13 15 13 15

13 15 13 15 13 15

13 15

13 15
13 15 13 15

[ ]
[ ] [ ] [ ]

[ ]
[ ] [ ] [ ]

SCN S C N SCN SCN S C N
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k SCN k S C N k SCN
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k S C N k SCN k S C N
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− − − − −
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−
− − −

→ →

−
− − −
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
= − + −


 = − + −


 . Eq.S1

 

In the equations, the time dependent populations were obtained from the 

vibrational energy exchange measurements. The lifetimes were determined by 

pump/probe experiments. The rate ratio 13 15 13 15

75/205/ 0.69
S C N SCN SCN S C N
k k e− − − −→ →

−= =  is 

determined by the detailed balanced principle. In analyzing the energy exchange rates 

with Eq.S1, we had only one unknown parameter, 13 15SCN S C N
k − −→

.  

Calculation results with  
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fit the four experimental curves very well, as shown in fig.4 C&D. 

Kinetic parameters for fig.4E&F:  
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To quantitatively analyze the energy transfer kinetics between the two CN stretches in 

DMF and D2O solutions (using KSCN/KS
13
C
15
N=1/1 in D2O as an example), we used a 

clusters based location-energy-exchange kinetic model that we developed before.
5
 The 
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experiemental and fitting results for KS
13
CN/KS

13
C
15
N=1/1 in DMF solution with 1/8 

salt molar ratio are shown in fig.S1. The details of the kinetic model and other data, 

including the nonresonant energy transfer in KSCN/KS
13
CN=1/1 and 

KSCN/KS
13
C
15
N=1/1 DMF and D2O solutions, the resonant energy tranksfer of KSCN in 

DMF and D2O solutions can be found in our previous work.
6
 Here, we also employed one 

conclusion we made before, that the ion cluster ratio in 1/8 DMF solutions is about 56%. 

Therefore, the equilibrium constantK  is fixed at 1.27 during the fitting.
6
 

 

Figure S1. The waiting time dependent intensities of (A) diagonal peaks and (B) cross 

peaks in the 2DIR spectra of KS
13
CN/KS

13
C
15
N=1/1 in DMF solution with 1/8 salt molar 

ratio. Dots are experimental data, and curves are calculations based on the energy 

exchange kinetic model. 
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