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Ultrafast multiple-dimensional vibrational spectroscopy has been extensively
applied to studies of molecular structures and dynamics in condensed phases.
Along with the developments of new laser sources and new concepts, increasing
improvements and applications of this technique have brought the understanding
of molecular systems to a new level. In this review, we first briefly introduce the
basic concepts, experimental setups and applications of the technique. The most
recent progresses in applying vibrational energy transfers to determine
intermolecular distances and vibrational couplings to determine three dimen-
sional molecular conformations with our high power multiple-mode multiple-
dimensional vibrational spectroscopy are then introduced in more details.
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1. Introduction

Ultrafast multiple-dimensional vibrational spectroscopy (MDVS) is an ultrafast infrared
(IR) analog of the multiple-dimensional nuclear magnetic resonance (NMR) that directly
probes the structural degrees of freedom of molecules [1–37]. In a manner somewhat akin
to the NMR, the MDVS technique involves an IR pulse sequence that induces and then
probes the evolution of excitations (vibrations) of a molecular system. A critical difference
between the MDVS and NMR methods is that the IR pulse sequence is sensitive to
dynamics at a timescale of 6 to 10 orders of magnitude faster than NMR. Under
developing for more than 10 years, the ultrafast MDVS techniques have begun to gain
applications in determining reaction mechanisms [4,6,19], peptide and protein dynamics
and structures [7,11,20,24,38–46], charge transfer [29,47], vibrational coupling and energy
relaxations [27,48–51], water structures and dynamics [23,52–57], hydrogen bond kinetics
and thermodynamics [3,14,32,34,58,59], and chemical transformations [33].

With the purpose to benefit more researchers in relative fields to gain a comprehensive
understanding of this technology, the basic concepts, experimental setups and applications
of the general MDVS technique are introduced in details throughout this review. The most
recent progresses in applying vibrational energy transfers to determine intermolecular
distances, and vibrational couplings to determine three dimensional molecular conforma-
tions with our high power multiple-mode multiple-dimensional vibrational spectroscopy
are then introduced in more details. In this review, we use ‘‘multiple-dimensional
vibrational spectroscopy’’ instead of ‘‘two-dimensional infrared spectroscopy (2D IR)’’ to
describe the technique, because even for the common ‘‘2D IR’’ methods based on the 3rd
order nonlinear optical response, the data are three dimensional: two dimensions in
frequency and one dimension in time, if the signal intensity is not counted as another
dimension.

2. Theoretical basis

Detailed knowledge about general nonlinear optics and optical spectroscopy has been
described well in literature [16,60,61]. Excellent summaries of theoretical backgrounds for
nonlinear vibrational spectroscopy can also be found [62,63]. Here only a brief discussion
is provided to help readers go through the physical picture of the technology.

2.1. Understanding MDVS

In most modern chemical laboratories, linear (one dimension) infrared spectroscopy
methods, e.g. FTIR, are among the most frequently used techniques for the molecular
structure analysis. The infrared methods determine molecular structures through
measuring vibration frequencies of the chemical bonds. In a typical one-dimensional
infrared spectrum, the x-axis is the frequency axis, and the y-axis is the signal intensity
axis. In principle, the molecular structural information from such a spectrum can be
obtained from the peak frequencies and intensities, and the molecular dynamic
information can be obtained from the peak lineshapes [64]. In reality, the ubiquitous
Fermi resonances and inhomogeneous broadening have added many complexities into the
interpretations of linear IR spectra in condensed phases [65]. Fermi resonances originate
from the anharmonic nature of molecular vibrations. A combination band (a vibrational
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transition involving two or more normal modes excited simultaneously) or an overtone

(a transition from the ground state to an excited state higher than the 1st excited state) of
which the origin is generally unknown with a very small transition dipole moment (called

‘‘dark mode’’) can be anharmonically coupled to a normal mode of the same symmetry
and a similar frequency (energy) with a much bigger transition dipole moment (called

‘‘bright mode’’). The vibrational coupling results in two consequences: (1) the high
frequency mode shifts to higher frequency and the low frequency mode shifts to lower

frequency; (2) the dark mode gains intensity and the bright mode decreases in intensity.

The Fermi resonances can not only significantly change vibrational frequencies, but also
produce many additional peaks in FTIR spectra. The two factors leads to difficulties in

assigning IR peaks. The inhomogeneous broadening typically broadens the vibrational
peaks. It originates from the fact that in condensed phases, molecules measured are

typically of large quantity and in different local environments because of different solvent
configurations. Different local environments lead to different intermolecular interactions,

resulting in different frequencies of the same vibrational mode. The frequency broadening
caused by the environmental inhomogeneity can be comparable or even larger than the

natural frequency width caused by the molecular motions (homogeneous broadening). It is
therefore difficult to derive molecular dynamics in condensed phases from linear IR

lineshapes if the amplitude of the inhomogeneous broadening is not known. These two

problems can be circumvented by expanding the linear techniques into nonlinear multiple-
dimensional methods, which will be introduced in the following.

In nature, many equilibrium or nonequilibrium molecular phenomena at room

temperature occur at the time scales of femtosecond (fs, 10�15 second), picosencond (ps,
10�12 second) and sub nanosecond (ns, 10�9 second). For instances, water molecules rotate

in room temperature liquids with a time constant 2� 3 ps [66]. The trans-gauche
isomerisations of simple ethane derivatives rotating along the C-C single bond in room

temperature liquids occur in tens of ps [33]. The formation and dissociation of hydrogen
bonds also occur in the ps time scale [32,59]. The light induced molecular isomerisations in

retina occurs within a few hundred fs to a few ps [67]. Heat transportations at the
molecular level also occur in the time scales of fs to ps [68]. Traditional methods have

various difficulties in capturing the structural evolutions of these fundamental molecular
events. The ultrafast electronic spectroscopic methods are sufficiently fast to catch the

dynamics but generally lack of sufficient structural resolutions. NMR methods have

sufficient structural resolutions but are lack of temporal resolutions. The typical NMR
pulse duration is microseconds, though some dynamics at the time scales of fs or ps can be

semi-quantitatively analysed by the NMR methods with many assumptions [69].
Vibrational (IR and Raman) spectroscopic techniques find their unique fits in the studies

of these structural dynamics. Both the temporal and structural resolutions of these
methods are sufficiently high for this application: (1) One cycle of a typical molecular

vibration, e.g. the CN stretch at 2000 cm�1, is 17 fs. The 1st excited state vibrational
lifetimes of many vibrational modes in condensed phases at room temperature are

hundreds of fs to sub ns [70]. The time scales perfectly matches those of the chemical bond

transformations and structural and energetic dynamics associated with the transforma-
tions. (2) The vibrational motions are the fluctuations of nuclear distances. One set of

vibrational motions of a molecule correspond to one set of atomic coordinate
(conformation) of the molecule. Therefore, the structural changes in a molecule can

4 H. Chen et al.
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inevitably cause the frequencies of some vibrational modes, or the cross angles among

some vibrational modes to change. Such vibrational frequency or cross angle changes can

be used to characterise the molecular structural changes. In general, linear vibrational

spectroscopic methods have difficulties in resolving these fast dynamic structures, not only

because of the Fermi resonances and the inhomogeneous broadening mentioned above,

but also because their light sources are continuous which are not time resolved. The ideal

approach to monitor the structural dynamics would be to take the real time snapshots of

the molecular structures with a temporal resolution faster than the dynamics. For example,

if the structural changes of one system have one-to-one correspondence to the frequency

changes of one specific mode, the structural evolution can then be determined by

monitoring the frequency evolution of this mode. This type of experiments requires

three observables: the original frequency of the mode before the structural changes,

the frequency of the mode at the end of a delay time after the changes are initiated,

and the delay time which is varied in experiments to obtain the time evolution of the

frequency.
Most molecules in nature are polyatomic molecules. A nonlinear molecule with N

atoms has 3N-6 (or 3N-5 for linear molecule) normal modes of vibrations. The vibrational

frequency (0–1 transition) of each normal mode can be given by

� ¼
1

2�

ffiffiffiffi
k

�

s
, ð2:1Þ

with k is the force constant, and � the reduced mass. Most of the vibrational modes in the

condensed phases are not completely independent. They are coupled. In other words, the

vibrational behavior, e.g. the vibrational frequency and excitation, of one mode in one

molecule is affected by other modes in the same molecule or modes in other molecules

nearby. The vibrational couplings are the major reason for vibrational energy to dissipate.

Vibrational couplings and consequent energy transfers can be applied to determining

molecular structures and distances. The couplings can be measured in a manner similar to

the assumed experiment with two dimensions in frequency (the initial and final

frequencies) and one dimension in time described above for the structural dynamics:

one vibrational mode is excited resonantly at its 0–1 transition frequency (the initial

frequency), after a time delay, the signal is detected at another frequency (the final

frequency) corresponding to the 0–1 or 1–2 transition of another mode. The effect of the

excitation of one mode on the vibration of another mode can be manifested in this way.
Ideas similar to the assumed experiments to determine structural dynamics and

vibrational couplings described above by monitoring the vibrational frequency changes to

investigate molecular structural and energetic properties have led to the developments of

various ultrafast multiple-dimensional vibrational spectroscopic methods (MDVS). As

discussed, a MDVS technique must be able to provide information about the two

frequencies, and to resolve the signal with a sufficiently fast temporal resolution (�100 fs).

The fast temporal resolution and precise delays are usually achieved by using fs or ps

excitation and detection pulses with precise nanopositioners. The two frequencies are

generally obtained by the numerical Fourier transformation of interferograms, e.g. the

‘‘echo’’ method with nanopositioners [8] and the pump/probe method with a pulse shaper

[22], or the instrumental Fourier transformations, e.g. the etalon method [71] and the
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grating method [72]. Each approach to obtain frequency has its own advantages and
disadvantages. In the following, more detailed discussions are provided.

2.2. Nonlinear response function

The first question about MDVS is how molecular properties are correlated to experimental
signals so that the frequency and dynamic information can be obtained.

The signal of MDVS is from light/material interactions. According to the Maxwell
equations, the material properties are reflected by the optical polarisation P induced by the
electric fields of the lights. All electronic and nuclear motions and their relaxations show
up in optical measurements through their effects on the optical polarisation. Therefore, the
complete knowledge of the optical polarisation is sufficient to interpret any optical
spectroscopic measurements [16,63]. In linear optical measurements, e.g. FTIR, the
polarisation (P) depends linearly on the incident electric field:

P ¼ "0�
ð1Þ � E, ð2:2Þ

where "0 is the vacuum permittivity, and �ð1Þ is the linear susceptibility. With the electric
field intensity getting higher, the linear relation can be invalid because of nonlinear effects.
To count for the nonlinear effects, the polarisation can be expanded by the powers of the
electric field E:

P ¼ Pð1Þ þ Pð2Þ þ Pð3Þ þ � � �

¼ "0ð�
ð1Þ � Eþ �ð2Þ � E � Eþ �ð3Þ � E � E � Eþ � � �Þ, ð2:3Þ

where PðnÞ is the nth order nonlinear polarisation, and �ðnÞ is the nth order nonlinear
susceptibilities.

In practice, most bulk samples investigated are usually isotropic with the inversion
symmetry, which means that even-order susceptibilities, e.g. �ð2Þ, vanish. Besides, in
general, polarisations of higher orders require more intense electric fields to produce
sufficiently intense signals, compared to those of lower orders. Therefore, �ð1Þ and �ð3Þ are
the most common quantities obtained from optical experiments. The linear susceptibility is
related to the linear absorption spectroscopy. All MDVS methods introduced in this
review are based on the 3rd order nonlinear susceptibility.

2.2.1. Density matrix and perturbative expansion

Most vibrational modes of the functional groups of a polyatomic molecule are
significantly more energetic than the thermal energy (�200 cm�1) at room temperature.
Therefore, according to the Boltzmann distribution, most molecules at room temperature
are at the ground state j i ¼ j0i of these modes. After interacting with the incident light, a
small portion of these molecules can be excited to a new state, i.e. j i ¼

P
n cnjni. jni is the

nth vibrational state: n¼ 0, ground state, n¼ 1, 1st excited state, and so on. cn is the
coefficient of nth vibrational state. The polarisation can be given by the expectation value
of the dipole operator �:

PðtÞ ¼  
� ���  �� � ¼X

nm

cnc
�
m mh j� nj i ¼

X
nm

cnc
�
m�mn: ð2:4Þ

6 H. Chen et al.
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In condensed phases, in general we have to deal with statistical ensembles, rather than

pure states. Therefore, the representation of wavefunction needs to be replaced by the

density matrix. The density operator is defined as:

� ¼
X
k

Pk �  k

�� �
 k

� ��, ð2:5Þ

where Pk � 0 denotes the probability of a system being in a pure state j ki ¼
P

n cknjni,

and with the normalisation condition
P

k Pk ¼ 1.
Accordingly, Equation (2.4) can be rewritten as:

PðtÞ ¼
X
k

Pk �  k

� ���  k

�� �
¼
X
k

Pk �
X
nm

cknc
�
km�mn

¼
X
nm

�mn

X
k

Pkcknc
�
km ¼

X
nm

�mn�nm

¼ Trð��Þ, ð2:6Þ

where Tr(A) denotes the trace of a matrix A, and �nm is the element of the density matrix.
According to Equation (2.6), in order to examine the dynamic behavior of the

macroscopic polarisation, all we need to do is to determine the time evolution of the

density matrix of the system �ðtÞ, because �mn is time independent. The main question is

becoming how to resolve a time-dependent density matrix.
According to the Schrödinger equation:

d

dt
 
�� � ¼ � i

�h
H  
�� �, ð2:7Þ

we can derive the so-called Liouville–Von Neumann equation:

d

dt
� ¼

d

dt

X
k

Pk �  k

�� �
 k

� ��
¼
X
k

Pk� �
i

�h
H  k

�� �
 k

� ��þ i

�h
 k

�� �
 k

� ��H� �

¼ �
i

�h
H�þ

i

�h
�H ¼ �

i

�h
½H, ��, ð2:8Þ

with the Hamiltonian approximately written as

H ¼ H0 þH0ðtÞ ¼ H0 þ EðtÞ � �, ð2:9Þ

where H0 is the system Hamiltonian, and H0ðtÞ denotes the interaction with an optical

field EðtÞ.
In general, Liouville–Von Neumann equation is very difficult to solve since it contains

the time-dependent coefficient H0ðtÞ. Therefore, the perturbative expansion method is

generally employed. Two concepts need to be introduced: ‘time evolution operator’ and

‘interaction picture’.

Time Evolution Operator: The time evolution operator Uðt, t0Þ is defined as:

 ðtÞ
�� �

� Uðt, t0Þ  ðt0Þ
�� �

: ð2:10Þ

International Reviews in Physical Chemistry 7
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After inserting it into Equation (2.7), we have

d

dt
Uðt, t0Þ ¼ �

i

�h
H �Uðt, t0Þ: ð2:11Þ

Interaction Picture: The wavefunction in the interaction picture is defined as:

 ðtÞ
�� �

� U0ðt, t0Þ  IðtÞ
�� �

, ð2:12Þ

with

U0ðt, t0Þ ¼ e�
i
�hH0�ðt�t0Þ, ð2:13Þ

which is the time evolution operator with respect to the time-independent system

Hamiltonian. The subscript I denotes the interaction picture. In this picture, the

wavefunction is divided into two parts: U0ðt, t0Þ is only related with the system

Hamiltonian H0, and  IðtÞ
�� �

is contributed by the weak perturbation H0ðtÞ. By inserting

Equation (2.12) into Equation (2.7), we get the Schrödinger equation in the interaction

picture:

d

dt
 IðtÞ
�� �

¼ �
i

�h
H0IðtÞ  IðtÞ

�� �
, ð2:14Þ

where the weak perturbation H0IðtÞ is defined as:

H0IðtÞ ¼ UyoH
0ðtÞU0 t, t0ð Þ

¼ e
i
�hH0ðt�t0ÞH0ðtÞe�

i
�hH0ðt�t0Þ: ð2:15Þ

Accordingly, we can also obtain the density matrix in the interaction picture:

� tð Þ ¼ U0ðt, t0Þ � �I tð Þ �U
y

0ðt, t0Þ, ð2:16Þ

as well as the Liouville–Von Neumann equation:

d

dt
�IðtÞ ¼ �

i

�h
H0IðtÞ, �I tð Þ
� 	

: ð2:17Þ

The perturbative expansion is an effective means to resolve the density matrix from the

Liouville–Von Neumann equation. We can integrate Equation (2.17), and obtain

�I tð Þ ¼ �I t0ð Þ �
i

�h

Z t

t0

d� H0Ið�Þ, �I �ð Þ
� 	

: ð2:18Þ

By repeating this process, we can get

�I tð Þ ¼ �I t0ð Þ þ
X1
n¼1

�
i

�h

� �n Z t

t0

d�n

Z �n

t0

d�n�1 � � �

Z �2

t0

d�1

	 H0Ið�nÞ, ½H
0
Ið�n�1Þ, . . . ½H0Ið�1Þ, �Iðt0Þ� . . .�

� 	
: ð2:19Þ

8 H. Chen et al.
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Inserting this result into Equation (2.16), we have

� tð Þ ¼ �ð0Þ tð Þ þ
X1
n¼1

�ðnÞ tð Þ

¼ �ð0Þ tð Þ þ
X1
n¼1

�
i

�h

� �n Z t

t0

d�n

Z �n

t0

d�n�1 � � �

Z �2

t0

d�1

	U0ðt, t0Þ � ½H
0
Ið�nÞ, ½H

0
Ið�n�1Þ, . . . ½H0Ið�1Þ, �ðt0Þ� . . .�� �U

y

0ðt, t0Þ, ð2:20Þ

where �ðnÞ tð Þ is the nth order density matrix.
Substituting H0ðtÞ ¼ EðtÞ � � into Equation (2.20), and setting t0!�1 when no

interaction has happened, we have

�ðnÞ tð Þ ¼ �
i

�h

� �ðnÞZ t

�1

d�n

Z �n

�1

d�n�1 � � �

Z �2

�1

d�1Eð�nÞEð�n�1Þ � . . . � Eð�1Þ

�U0ðt, t0Þ � ½�Ið�nÞ, ½�Ið�n�1Þ, . . . ½�Ið�1Þ, � �1ð Þ� . . .�� �Uy0ðt, t0Þ, ð2:21Þ

with the dipole operator in the interaction picture:

�IðtÞ ¼ Uy0ðt, t0Þ�U0ðt, t0Þ: ð2:22Þ

Comparing Equation (2.20) with (2.3) and (2.6), we finally get the nth order
polarisation:

PnðtÞ ¼ ��ðnÞ tð Þ
� �

ð2:23Þ

In general, the perturbation H0IðtÞ caused by the external electric field
(1011 � 1016 W=cm2) of even very intense lasers is usually very weak compared to the
system Hamiltonian H0 of the atomic internal field (4 1017 W=cm2). Therefore, in most
cases, the perturbation theory works well in processing nonlinear optical spectroscopic
results. According to Equation (2.21), the ratio of a higher order matrix (e.g. 5th) over a
lower order (e.g. 3th) matrix approximately equals ð�Et=�hÞ2. Under most nonlinear
vibrational spectroscopic experimental conditions, this value is significantly smaller than 1.
Therefore, density matrices of higher orders are in general smaller than those of lower
orders. Accordingly, polarisations of lower orders are stronger. However, it is worth
nothing that when the external electric field is sufficiently strong, the light/matter
interaction time is sufficiently long, and the transition dipole moment is sufficiently strong,
e.g. those of the carbonyl stretches of metal carbonyl compounds, the higher order
nonlinear signal can be very intense [73–76].

As discussed above, the 2nd order response is zero for central symmetric samples which
most bulk samples are. Therefore, the lowest nonlinear response for most bulk samples is
of the 3rd order. Responses of higher orders, e.g. 4th and 5th, are only occasionally
applied to samples with large transition dipole moments [5,77,78]. Most MDVS methods
discussed in this work is based on the 3rd order polarisation:

P3ðtÞ ¼ �
i

�h

� �3Z t

�1

d�3

Z �3

�1

d�3

Z �2

�1

d�1Eð�3ÞEð�2ÞEð�1Þ

� �IðtÞ � �ð�3Þ, �ð�2Þ, ½�ð�1Þ, �ð�1Þ�½ �½ �
� �

¼ �
i

�h

� �ð3ÞZ 1
0

dt3

Z 1
0

dt2

Z 1
0

dt1Eðt� t3ÞEðt� t3 � t2ÞEðt� t3 � t2 � t1Þ

� �ðt3 þ t2 þ t1Þ �ðt2 þ t1Þ, �ðt1Þ, ½�ð0Þ, �ð�1Þ�½ �½ �
� �

, ð2:24Þ

International Reviews in Physical Chemistry 9

D
ow

nl
oa

de
d 

by
 [

Fo
nd

re
n 

L
ib

ra
ry

, R
ic

e 
U

ni
ve

rs
ity

 ]
 a

t 1
2:

18
 2

7 
N

ov
em

be
r 

20
12

 



where we have changed the time variables in the second step, and

Sð3Þðt3, t2, t1Þ ¼ �
i

�h

� �ð3Þ
�ðt3 þ t2 þ t1Þ �ðt2 þ t1Þ, �ðt1Þ, ½�ð0Þ, �ð�1Þ�½ �½ �
� �

ð2:25Þ

is called the 3th order nonlinear response function:

2.2.2. Feynman diagram

Equation (2.24) takes into account all possible types and time-orderings of interactions
between the system and radiation fields. For the 3rd order experiments described later,
expanding the nested commutator in Equation (2.24) leads to 48 terms, since each
interaction can operate to the left or right (i.e. operate on the bra or ket) giving a factor of
23 ¼ 8, and there are 3! ¼ 6 ways to time-order the field interactions. However, for any
given experiment, most of these terms are negligibly small and can be ignored, because
they either have the incorrect time ordering of the field interactions, can’t meet the phase
matching condition preset in the experiment, or involve at least one nonresonant field
interaction. It is therefore necessary to have a method of quickly identifying the important
terms in Equation (2.24) which contribute to the experimental signal, and deriving
expressions for them.

Feynman diagrams are commonly used for this purpose. In a Feynman diagram
(shown in Figure 2.1), two vertical lines are used to represent the evolution of the system’s
density matrix elements in time. Time progresses upwards along the vertical lines. The left
vertical line records the ketj i state of the system, and the right vertical line records the brah j

state of the system. The ketj i and brah j states are written between the vertical lines. The n
applied fields are represented as n straight arrows that slant upwards either to the left or
right, and point either into or out of the outsides of the vertical lines, depending on the
phase match condition. The point where an arrow intersects with the vertical line is a
system-field interaction. An arrow that slants upwards to the right is considered to be a

DD

CD

CB

AB

AA
1k

3k

2k

ek

ket bra

3t

wT

τ

Non-conjugate
Conjugate

Figure 2.1. A Feynman diagram for a 3rd order interaction under the phase match condition
ke ¼ �k1 þ k2 þ k3. The system starts from the �AA state and ends at the �DD. k1 and ke are
conjugate fields, while k2 and k3 are non-conjugate fields. The energy of states B and C must be
higher than states A and D, in order to be fully resonant. (Practically, a signal emits immediately
after the 3rd interaction. The above diagram is for an ideal case).
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non-conjugate electric field, ~EAðr, tÞ ¼ �AðtÞ exp½ikA � r� i!At� and an arrow that slants

upwards to the left is considered to be a conjugate electric field,
~E�Aðr, tÞ ¼ �

�
AðtÞ exp½�ikA � rþ i!At�, with kA, !A are the wave vector and the angular

frequency of the electric field, respectively, and the function �AðtÞ is the envelope function
of the applied field A and describes its time dependence. In addition to the n arrows

representing the applied fields, a final dotted arrow represents the trace over �ðnÞðtÞ with the

dipole operator �. The initial and final states of the density matrix in each diagram must

be diagonal. Following a field interaction, the density matrix element Aj i Bh j has a

coherence frequency defined as

!AB ¼
EA � EB

�h
: ð2:26Þ

Diagonal (population) states have zero frequency.
For a typical resonant experiment using pulsed fields, three constraints are applied to

eliminate negligible terms and identify important contributions to the nonlinear

polarisation. First, the phase-matching condition states that the sum over all applied

wave vectors is equal to the wave vector of the induced polarisation, dictated by the

momentum conservation principle. The momentum of a photon is proportional to the

corresponding wave vector, i.e. p ¼ �hk. The direction of a wave vector is the direction of

light propagation, and its amplitude is proportional to the frequency of the light. This

implies that signals with different phase-matching conditions will propagate in different

directions, and only signals from those Feynman diagrams that have the required phase

matching condition will be detected in a given direction. Selecting a phase-matching

condition forces each applied field to slant only to either the right or left. For example,

selecting the phase matching condition ke ¼ �k1 þ k2 þ k3 restricts the relevant Feynman

diagrams to only those that have k1 slanting to the left, and k2 and k3 slanting to the right.
The second constraint on the number of relevant Feynman diagrams is the time-

ordering of the interactions. In pulsed experiments, the time-ordering of interactions

between the system and applied fields is under experimental control. If pulse 1 is

experimentally set to arrive at the sample earlier in time than pulse 2, then any diagrams in

which pulse 2 precedes pulse 1 can be ignored.
The final constraint on the number of relevant diagrams is the rotating wave

approximation, namely, that a transition couples strongly to an applied field only when

the transition and optical field have the same sense of rotation. The rotating wave

approximation requires that all interactions must be resonant in order for the diagram to

contribute strongly. In a Feynman diagram, the rotating wave approximation requires an

arrow that points into it to couple a state of lower energy to higher energy, i.e. light is

absorbed, and an arrow that points out of it to couple a state of higher energy to a state of

lower energy, i.e. light is emitted. Any diagrams containing nonresonant interactions,

i.e. absorbing from a higher state to a lower state or emitting from a lower state to a

higher state, can be ignored. The constraints will be demonstrated in the following data

analysis.
Once the relevant Feynman diagrams have been identified, expressions for the

appropriate terms in Equation (2.24) can be straightforwardly derived [16]. However, it is

important to note that the exact form of the expressions for the response of the optical

polarisation will depend on details of the model for the system-bath interaction.
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The 3rd order polarisation Pð3Þ in Equation (2.24) can be typically rewritten as

Pð3Þð�,Tw, t3Þ /

Z 1
0

dt30

Z 1
0

dt2

Z 1
0

dt1
X
i

Riðt30 , t2, t1Þ

 !
	 E3ð� þ Tw þ t3 � t30 Þ

� E2ð� þ Tw þ t3 � t30 � t2Þ � E1ð� þ Tw þ t3 � t30 � t2 � t1Þ, ð2:27Þ

where

Ri / ð�1Þ
n
� �AB 	 �AC 	 �BD 	 �CD 	 e
i!1� � e
i!3t3 � �ð�,Tw, t3Þ � exp½ gð�,Tw, t3Þ�

ð2:28Þ

is the material nonlinear response function. n is the number of arrows on either side of the
diagram. �1 represents that the signal is from absorption, and 1 represents that the signal
is from either bleaching or stimulated emission. Experimental data to illustrate the
principles will be discussed in Section 2.4. !1 and !3 are the frequencies of coherences
during � and t3 periods, respectively, and their signs depend on detailed Feynman
diagrams. If B and C are not the same states, which means the intermediate state BC
during the Tw time is a not population state but a coherence state. In this case, an addition
term e
i!2Tw should be multiplied to the right side of Equation (2.28), where !2 ¼ !B � !C

is the frequency of coherences during Tw periods. �ð�,Tw, t3Þ is a time-damping factor
whose details depend on the kinetic models. g(t) is a line-broadening function, and �IJ is
the transition dipole moment of a transition in Figure 2.1. In Equation (2.27), each
response function corresponds to one Feynman diagram. Therefore, finding right
Feynman diagrams is the core issue in analyzing MDVS spectra.

If vibrational coherences (AB or CD in Figure 2.1) can transfer, the Feynman diagram
analysis method will break because coherence transfers produce too many possible
diagrams. Luckily, if vibrational coherences do transfer, it seems that their contributions
to the overall MDVS signal are not very significant [27,48,79,80]. One possible reason is
that coherence transfers require energy exchange with the environment to fill the energy
mismatch between the coherences, while the interaction with a thermal bath is typically to
randomise the phase of coherences. In the following analysis, coherence transfers are not
considered.

In summary, this section finally comes down to the response functions, which the
experimental MDVS signals are from. As we can see from Equation (2.28), a response
function contains information about two frequencies: !1 (initial) and !3 (final), and the
dynamics: �ð�,Tw, t3Þ. Now the next issue is how to experimentally obtain these three types
of information to decipher molecular structures and dynamics.

2.3. Experimental setup

As discussed above, most MDVS techniques are based on the 3rd order nonlinear optical
polarisation. The only difference is how to obtain the two frequencies involved in
Equation (2.28), i.e., !1 and !3, which we have already introduced at the beginning of this
chapter. In general, there are two methods to resolve the frequency of an electric field via
Fourier transform: one is the instrumental method, i.e., by using some dispersing elements
(e.g. grating or etalon), the light can be extracted at any specific frequency; the other
method is the numerical Fourier transform, i.e., by scanning the signal at various time
delays between two adjacent pulses, one can get time dependent coherent patterns

12 H. Chen et al.
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(interferograms), and then the signal at different frequencies can be extracted by the
numerical Fourier transformation of the coherent patterns. Both methods are widely used
in the MDVS techniques. For the probe frequency !3, it is usually obtained through the
instrumental method (using a grating). There are two main reasons for the choice: (1)
saving data acquisition time. A typical MDVS experiment only needs information within
the band width of tens of cm�1. Lights in this band width resolved by a grating can be
simultaneously detected by an array detector at one laser shot (�10�3 second). The
numerical method takes long time to obtain an interferogram (�1 minute). (2) Free of
phase errors. The instrumental method is phase-locked. It does not produce phase errors
that generally occur in the numerical method where the experimental time uncertainty is
converted into the phase uncertainty during the numerical transformation (Details see
below). For the excitational frequency !1, either method can be used, with respective
advantages and disadvantages. In the following, two types of MDVS experimental setups
based on different transformation methods to obtain !1 are introduced.

2.3.1. Numerical transformation methods

2.3.1.1. Photon echo approach. From the so called ‘‘photon echo’’ experiments, !1 is
obtained by the numerical transformation method, and !3 is resolved by a grating [8,15,31].
Both the frequency and temporal resolutions of this method are very high: (1) the frequency
resolution can be better than 2 cm�1, and (2) the temporal resolution can be faster than 50 fs.
However, several disadvantages are also associated with this approach. It is generally quite
time consuming to obtain the interferograms for !1. In addition, the experimental setup is
very complicated, and generally requires experts to operate. Data processing to remove the
phase errors induced by the time errors in the experiments is also nontrivial.

The experimental setup of the photon echo approach [81,82] is sketched in Figure 2.2.
The light source of the experiment typically includes three major components: (1) a

Figure 2.2. (Colour online) The schematic diagram of the photon echo 2D IR experimental setup.
The input infrared light was initially divided into 5 parts by four beamsplitters. Beams 1, 2 and 3
were successively applied to the sample and generated the vibrational echo or free induction decay
signal. Beam 4 served as the tracer beam, which was preset to follow the signal direction and used to
trace and properly align the signal to combine with the local oscillator beam [83].

International Reviews in Physical Chemistry 13

D
ow

nl
oa

de
d 

by
 [

Fo
nd

re
n 

L
ib

ra
ry

, R
ic

e 
U

ni
ve

rs
ity

 ]
 a

t 1
2:

18
 2

7 
N

ov
em

be
r 

20
12

 



Ti:Sapphire oscillator which generates laser pulses centered at � 800 nm with a band width

10� 50 nm and a repetition rate of � 80MHz; (2) A Ti:Sapphire regenerative amplifier

which amplifies the pulses from the oscillator to generate lasers centered at � 800 nm with

a pulse duration 30� 150 fs, a repetition rate of 1KHz and output power 0.5� 4W; and

(3) an optical parametric amplifier (OPA) system to convert the 800 nm light from the

amplifier into Mid-IR pulses. The IR pulses from the OPA can span sufficient bandwidth

(300 cm�1) with tunable central wavelength from 3 to 22�m. In the echo experiments, the

infrared light was divided into 5 beams. Three of them were successively applied to induce

the subsequent emission in a distinct direction of a time delayed 4th pulse, the vibrational

echo from the phase match direction ke ¼ �k1 þ k2 þ k3 or the free induction decay from

kn ¼ k1 � k2 þ k3. The signal pulse is traced and properly aligned with the aid of a fourth

beam which was preset to follow the signal direction. The aligned signal was then detected

with frequency and phase resolution by combining it with a 5th beam, the local oscillator,

and the combined pulses are dispersed in a spectrograph. The detection method with a

local oscillator is called ‘‘heterodyne detection’’. The function of the local oscillator is to

phase resolve and amplify the vibrational echo signal. Data are thus obtained as a function

of three variables: the emitted signal frequencies !3, and the variable time delays between

the first and second pulses (�), and second and third pulses (Tw, the variable ‘‘waiting’’

time). By numerical Fourier transform, the � scan data taken at every !3 are mapped to a

second frequency variable !1 for each Tw. The echo and free induction decay data are then

summed together with proper phase correlations to remove most of the dispersion

contribution [9,82]. The data are then plotted in three dimensions, the signal amplitude as

a function of both !1 and !3, which correspond to the !1 and !3 axes, respectively in

2D NMR.
The experimental detected signal Is can be expressed as

Is ¼ ELO þ Sj j2¼ ELOj j2þ2Re E�LO � Secho

� 	
þ Sj j2

¼ ELOj j2þ2 ELOj j � Sj j � cosð!1�Þ � cosð!3t3Þ þ Sj j2, ð2:29Þ

where ELO and S are the electric fields of the local oscillator and the signal, respectively.

Re represents the real part. ELO is experimentally adjusted to be much bigger than S, so

that Sj j2 is too smaller to be important compared to the other two terms at the right side of

Equation (2.29). ELOj j2 is a constant which is removed by the chopping method through

which signals between excitation on and off are subtracted with a chopper in experiments.

Therefore, only the cross term matters. It contains all useful information we need: two

frequencies !1 and !3, and the time dependent signal amplitude Sj j. The next step is to

process the signal to obtain the two frequency values.
The Fourier transformation of the time domain signal Is (Figure 2.3(A)) into signal in

one-dimensional frequency results in a complex number (Figure 2.3(B)). The real part of

the number is the absorptive spectrum, the red peak in Figure 2.3(B), and the imaginary

part is the dispersive spectrum, the blue peak [62]. The absorptive spectrum has a much

better frequency resolution, which is generally more desirable than the dispersive

spectrum. In the transformations of signal into data in two-dimensional frequencies, in

which the signal is first transformed for one dimension frequency and the resulted data are

then transformed again to obtain the other dimension frequency, the final result of the

twice transformation is still a complex number. However, both the real and imaginary part

14 H. Chen et al.
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of this number contain both real and dispersive contributions from the twice transfor-

mations, as shown in Equation (2.31).
For an experiment with a preset phase match direction, e.g. the so called ‘‘photon

echo’’ or ‘‘rephasing’’ direction ke ¼ �k1 þ k2 þ k3, the signal can be rewritten as (see

Equation (2.28))

Seð�,Tw, t3Þ / A	 Bð�,Tw, t3Þ 	 ei!1� 	 e�i!3t3 : ð2:30Þ

Transforming the signal twice, we have

Seð!1,!3,TwÞ ¼

Z 1
0

d�

Z 1
0

dt3e
i!3t3�i!1� 	 Seð�,Tw, t3Þ

¼ Rð!1Þ � Ið!1Þi½ � 	 Rð!3Þ þ Ið!3Þi½ �

¼ Rð!1ÞRð!3Þ þ Ið!1ÞIð!3Þ½ �

� i Ið!1ÞRð!3Þ � Rð!1ÞIð!3Þ½ �, ð2:31Þ

where R and I represent the real and imaginary parts resulted from the Fourier

transformations, respectively. According to Equation (2.31), transformations of the signal

from this single phase match direction into two dimensional frequencies lead to a

superposition of both absorptive and dispersive contributions. As a result, the spectrum

from such a superposition has a low frequency resolution and a distorted line shape [15].

Now, let’s examine the signal from another phase matched direction, the ‘‘nonrephasing’’
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Figure 2.3. (Colour online) The schematic diagram of how to remove the dispersive contributions by
summing signals from two phase matched directions together. The red peaks represent the
absorptive spectra, and the blue peaks represent the dispersive spectra. The interferrogram in (A) is
signal scanned along � and detected by an element of an array detector. Each element of the array
detector represents each !3 frequency. Fourier transformation of data in (A) results in a complex
number with a real part (red line in (B)) and an imaginary number (blue line in (B)).
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direction kn ¼ k1 � k2 þ k3. Following the same mathematical procedure as

Equations (2.30 and 3.1), we get

Snð�,Tw, t3Þ / A	 Bð�,Tw, t3Þ 	 e�i!1� 	 e�i!3t3 , ð2:32Þ

and

Snð!1,!3,TwÞ ¼

Z 1
0

d�

Z 1
0

dt3 expði!3t3 þ i!1�Þ 	 Snð�,Tw, t3Þ

¼ ½Rð!1Þ þ Ið!1Þi� 	 Rð!3Þ þ Ið!3Þi½ �

¼ ½Rð!1ÞRð!3Þ � Ið!1ÞIð!3Þ� þ i½Ið!1ÞRð!3Þ þ Rð!1ÞIð!3Þ�: ð2:33Þ

The real parts of Equations (2.31 and 3.3) are similar, except the opposite signs of the

Ið!1ÞIð!3Þ term. If they are summed together, the result is

ReðSnð!1,!3,TwÞÞ þReðSeð!1,!3,TwÞÞ ¼ 2Rð!1ÞRð!3Þ, ð2:34Þ

where the dispersive contribution, Ið!1ÞIð!3Þ, is removed. Only the purely absorptive

contribution Rð!1ÞRð!3Þ is left. This method of eliminating dispersive components is

depicted in Figure 2.3, which was developed gradually from 2D NMR, 2D visible

spectroscopy and then to the 2D IR spectroscopy [9,69,84].
However, it is important to note that there is an assumption used in Equation (2.34):

signals from both phase match conditions have an equal contribution, which is generally

not true in experiment. In fact, the rephasing signal is always a little more intense than that

of the nonrephasing signal. As a result, an adjustable amplitude parameter was always

required to compensate this difference in the final data processing.
The result in Equation (2.34) is for the ideal case. In reality, due to the existence of

many experimental uncertain factors, the time delays � and t3 cannot be determined 100%

accurately, and the IR pulses are not perfectly at the transform limit. According to the

time shift theorem [69], the uncertainty in time will inevitably lead to an uncertainty of the

phase during the Fourier transform, i.e.:

FT Sð� � D�



, t3 � Dt3Þ
�
¼ e�i!1D��i!3Dt3Sð!1,Tw,!3Þ, ð2:35Þ

and hence results in an distorted 2D spectrum. To solve this problem, the 2D spectrum

obtained after the Fourier transform is assumed to have the following form:

S2Dð!1,Tw,!3Þ ¼ ReðC	 Snð!1,Tw,!3Þ 	 ei!1Dn�þi!3Dnt3þi!1!3D2nþ���Þ

þReðSeð!1,Tw,!3Þ 	 ei!1De�þi!3Det3þi!1!3D2eþ���Þ, ð2:36Þ

with C,Dn�,Dnt3,D2n,De�,Det3,D2e, . . . are adjustable parameters. More specifically, the

subscripts e and n represent rephasing signal (i.e. echo signal) and nonrephasing signal,

respectively. C is a parameter to compensate for the amplitude difference between the two

phase match conditions, Dn�,Dnt3,De�,Det3 are time parameters used to correct the

experimental time-uncertainties. D2n,D2e are high order time correction terms. In

experiments, the value of C can be determined by the intensity ratio of the rephasing

signal and the nonrephasing signal. The following correlations, Dn� ¼ �De�,

Dnt3 ¼ Det3,D2n ¼ D2e, can be further set based on experimental conditions. Hence, to

obtain a relatively phase-corrected 2D spectrum, there were only three necessary
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adjustable parameters. Two criterions can be used to find these parameters. One is based
on the fact that a corrected 2D absorption peak must have the same symmetries with the
one in the corresponding 1D absorption spectrum, while incorrect parameters will
result in an unsymmetrical line shape. The other criterion is based on the projection
theorem [84], e.g.: Z

S2Dð!1,Tw,!3Þd!1 ¼ SppðTw,!3Þ, ð2:37Þ

where SppðTw,!3Þ is the signal acquired from a broadband pump/probe measurement with
exactly the same experimental environment. This is because the pump/probe signal is
actually a combination of the two kinds of phase matching signal, which will be discussed
later. By choosing appropriate parameters, a 2D spectrum with most dispersive
contribution removed can be finally obtained through the procedure described.

2.3.1.2. Pump/probe and pulse shaper approaches. As discussed above, the numerical
transformation method based on the photon echo approach has several major disadvan-
tages: (1) it is time consuming to collect interferograms from each phase match direction; (2)
the relative timing of the rephasing and nonrephasing coherence signals and the absolute �
and t3 timings can have relatively big uncertainties (a few fs to tens of fs) and these
uncertainties can be fluctuating during the experiments; (3) experimentally it is very difficult
to operate and maintain such a system with five invisible beams which must have perfect
temporal and spatial overlaps. To address these problems, two different approaches based
on the pump/probe scheme were adopted [22,85–89]. In these two new approaches, only two
laser beams interact with the samples, extremely simplifying the experimental operation. It is
worth noting that, the physical nature of these two approaches is almost the same as that of
the photon echo approach. All of these need to collect the �-dependent coherent patterns,
and the signal at different frequencies (!1) can be extracted by the numerical Fourier
transformation of the coherent patterns as discussed above.

One approach is to use the crossed-beam geometry between a collinear pulse-pair
pump and a probe beam, as shown in Figure 2.4 [85]. In brief, the IR source was first split
into three beams by beam splitters, and then the beams 1 and 2 were combined by another
beam splitter to create the pulse-pair collinear pump (E1&E2). The relative time delay �
between the pulse-pair (E1&E2) can be controlled by a delay line, e.g. through the
translation of ZnSe wedge pairs. Beam 3 is the 3rd excitation pulse and the local oscillator
(E3&ELO). In the pump/probe geometry, E1&E2 are collinear and both are included in the
pump beam, and E3&ELO are collinear and both are included in the probe beam. The 3rd
order signals from both rephasing and nonrephasing directions are collinear with the
probe beam direction, because either kn ¼ k1 � k2 þ k3 or ke ¼ �k1 þ k2 þ k3 results in
the same direction ~ke ¼ ~kn ¼ ~k3. Therefore, scanning � once can automatically obtain
signals from both phase match directions, different from the echo method that both
directions have to be scanned one by one. In addition, because E3&ELO are essentially the
same pulse, the time difference between them is locked, which simplifies the data phasing
procedure. Compared to the echo method, experiments through this approach are much
easier to handle. Data acquisition is also faster. However, as can be seen from Figure 2.4,
at least 50% of the excitation energy is wastes at the beam combiner. In addition, because
E3&ELO are the same pulse, the relative amplitude of E3&ELO cannot be adjusted as what
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is usually done in the echo approach where E3 is bigger than ELO. This can lead to a
weaker detected signal, because the signal detected is usually in the form of

Is � ILO
ILO

/
Sj j

ELOj j
¼

E1j j � E2j j � E3j j

ELOj j
: ð2:38Þ

The other approach is the pulse shaper method. It is also a two-beam experiment. The
difference is that it adopts a pulse shaper to generate the collinear pulse-pair pump with
adjustable delays instead of beam splitters and a delay line in the method discussed above,
as shown in Figure 2.5 [22,86–89]. The pulse shaper is aligned in a 4-f geometry using a
pair of diffraction gratings and a pair of cylindrical mirrors. The first grating and
cylindrical mirror are used to disperse and collimate the frequency components of the
incident mid-IR pulses. By inserting the Ge AOM (germanium acousto-optic modulator)
to the Fourier plane, the dispersed pulse is then deflected at the Bragg angle with the
specified desired amplitude and phase according to the acoustic wave passing through the
crystal, which is controlled by an arbitrary waveform generator (AWG) equipped on a
computer. At last, the deflected frequencies were transformed back into the time domain
through the second grating and cylindrical mirror. In other words, under the modulation
of Ge AOM, a Gaussian line shape corresponding to a single Gaussian pulse was able to
be converted to an interference pattern, which corresponding to a collinear pulse-pair in
the time domain (see Figure 2.5), and thus can be employed as the pump pulse. The major
advantage of this method is to in principle eliminate the uncertainties of both the absolute
� and t3 timings, and fundamentally solve the phase distortion problem, if the light
intensity in the frequency domain can be perfectly controlled by the AOM. Similar to the
above approach where much energy is wasted at the beam combiner, much of the
excitation energy is wasted on the two gratings and the Ge AOM. The relative E3&ELO

amplitudes can be adjusted by changing the beam polarisations [87], but applications in
measuring anisotropy would be limited by this approach then.

2.3.2. Instrumental transformation methods

With recent developments, phase uncertainties in the numerical transformation methods to
obtain !1 are now much more controllable. However, completely free of any phase

DL

DL DL

BS

BS

BS Sample

τTW

E1E2

E3/LO

3/LO
1 2

IR source

Figure 2.4. (Colour online) Experimental setup of the 2D FT spectrometer in the pump-probe
geometry. BS: beam splitter, DL: Delay line.
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uncertainties can be only achieved by the instrumental transformation methods. In

addition, acquiring an interferogram by scanning � in the numerical transformation

methods is always a timing consuming process. It is particularly inefficient in cases where

kinetic or dynamic data from various waiting times are required from only a few frequency

points. The instrumental transformation methods through which both !1 and !3 are

directly resolved by refractive optics are apt for this application. Another significant
limitation of the numerical transformation methods is that their excitation power is

relatively low. Signals from direct excitations or couplings of vibrational modes with small

transition dipole moments can be too weak to be detected by the methods. This is limited

by the current ultrafast Mid-IR laser technology. A typical fs Mid-IR pulse has a

bandwidth 100� 300 cm�1 with energy 1� 10 mJ=pulse with 0.5� 1W pump at 1KHz

with a pulse duration 40� 150 fs, dependent on the central frequency. Many vibrational

peaks in condensed phases are only 10� 20 cm�1 wide, which means that most of the

energy in the fs pulse is wasted because most of the frequencies of the pulse don’t overlap

with the 0–1 or 1–2 transitions of the modes. If the pulse energy can be concentrated within

this 10� 20 cm�1 range, the excitation power and therefore the signal can be increased for

many times. Many previously unlikely experiments, e.g. obtaining a 2D spectrum covering

many vibrational modes and their couplings to resolve the molecular structures similar to

that 2D NMR does, can then be realised by this approach. Such an approach with very

CM CM

Pulse Shaper

Sample

TW

Eshaped pump

E3/LO

AWG

BS

Ge AOM

G G

IR source

spectrum pattern

pulse sequences

2 X

Figure 2.5. (Colour online) Experimental setup of the mid-IR pulse shaper based 2D IR
spectrometer. BS: beam splitter, CM: cylindrical mirrors, G: grating, AWG: arbitrary waveform
generator, Ge AOM: germanium acousto-optic modulator.
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high excitation power was recently developed by our group through synchronising a ps
laser with a fs laser [70,90,91]. Our method is essentially a double instrumental
transformation method to obtain both !1 and !3. Prior to our approach, another
double instrumental approach with an etalon to directly resolve !1 was adopted in
MDVS [2,71].

2.3.2.1. The etalon approach. The etalon approach is a two-beam experiment. It uses the
pump/probe scheme where the pump frequency !1 is resolved by an etalon, and the probe
frequency !3 is resolved by a spectrograph as in other approaches.

An etalon is also known as a Fabry–Pérot interferometer. It is typically made of two
partially reflective dielectric mirrors separated by a small gap, the spacing of which can be
controlled by a piezocrystal actuator or by mounting one of the mirrors on a stepping
motor controlled translation stage. Once a fs laser IR pulse which is typically
100� 300 cm�1 wide enters the etalon, it will be reflected back and forth between the
mirrors. As the result of interference among the multiple reflections, only light within a
certain narrow range of frequencies can transmit through the etalon. The transmittance
function of the etalon is given by

Te ¼
ð1� RÞ2

1þ R2 � 2R cos 	
¼

1

1þ F sin2ð	=2Þ
, ð2:39Þ

where R is the reflectivity of the mirrors, F ¼ 4R=ð1� RÞ2 is the coefficient of finesse, and
	 ¼ 4�l=
 is the phase difference between each succeeding reflection, with l is the spacing
between two mirrors and 
 is the wavelength of the incident light. The maximum
transmission of an etalon occurs when 2l ¼ m
, where the integer number m is the order of
interference. The choice of interference order must follow the principle that only one
transmission peak lies within the spectral region determined by the above transmittance
function. The bandwidth of the transmitted pulse is determined by the reflection
coefficient of the mirrors, which is typically chosen as R � 90% so that the output
bandwidth is 5� 20 cm�1. The center frequency of the transmitted pulse is scanned by
adjusting the spacing l, which is typically controlled by a computer.

The experimental MDVS setup based on etalon is straightforward. For a system with
only one fs OPA, the IR output is split into two beams (�90% and � 10%). The beam
with 90% of the IR light from the OPA goes through a computer-controlled etalon to get
frequency resolved with a resolution 5� 20 cm�1. This is the pump beam. The beam with
only 10% intensity is the probe beam. In experiments, the pump and probe are crossed on
the sample. The pump frequency !1 is then scanned by tuning the spacing between the two
mirrors in the etalon by the computer. The signal detected is frequency resolved by a
spectrograph to prove the !3 axis.

Compared to the numerical transformation methods, the etalon method is relatively
inexpensive and easy to operate. However, since the pump pulse from the etalon is a
narrow band pulse, its frequency resolution and temporal resolution are correlated by the
uncertainty principle. A better frequency resolution means a worse temporal resolution.
For example, if the frequency resolution is � 10 cm�1, its temporal resolution is 1� 2 ps.
Certainly this is only the pulse duration of the pump beam. The temporal resolution of the
final signal is determined by the pulse durations of both pump and probe pulses.
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D
ow

nl
oa

de
d 

by
 [

Fo
nd

re
n 

L
ib

ra
ry

, R
ic

e 
U

ni
ve

rs
ity

 ]
 a

t 1
2:

18
 2

7 
N

ov
em

be
r 

20
12

 



With simple mathematical treatments, the final temporal resolution can be close to that of
the probe pulse which is 40� 150 fs. Therefore, both temporal and frequency resolutions
of the etalon approach are generally not as good as those numerical methods. In addition,
what the etalon does is to pick some frequencies out of a wide range of frequencies within
one pulse. It does not amplify the pump power. As that is mentioned above, E3 and ELO

are generally not adjustable in the pump/probe scheme, leading to a relatively weak signal
from the etalon approach, compared to the numerical methods.

2.3.2.2. The ps/fs hybrid approach. The etalon approach is a completely phase-locked
method and its signal is pure absorptive. Different from the numerical methods, the
approach does not require any phasing procedure to obtain the pure absorptive lineshape.
However, its relative weak signal prevents it from studying weak vibrational transitions or
couplings. The difficulty in obtaining coating for the etalon mirrors with relatively
constant reflectivities in a wide frequency range is also a problem.

After comparing the advantages and disadvantages of various MDVS approaches, we
adopted a new approach to construct our MDVS apparatus with extremely high excitation
power and independent tunable !1 and !3 covering almost the whole Mid-IR range. The
unique design has created many novel opportunities for exploring molecular structures and
dynamics. Our setup is a two-beam experiment, based on the pump/probe scheme, as shown
in Figure 2.6.

Briefly, a ps amplifier and a fs amplifier are synchronised with the same seed pulse. The
ps amplifier (�2.8mJ/pulse) pumps an OPA to produce � 0.8 ps (vary from 0.7� 0.9 ps in
different frequencies) Mid-IR pulses with a bandwidth � 21 cm�1 (12� 35 cm�1) in a
tunable frequency range from 500 cm�1 to 4000 cm�1 with energy 1� 40 mJ/pulse
(1� 10 mJ/pulse for 500 cm�1 to 900 cm�1 and 410 mJ/pulse for higher frequencies) at
1 kHz. The fs amplifier (�2.8mJ/pulse) pumps another OPA to produce � 140 fs Mid-IR
pulses with a bandwidth � 200 cm�1 in a tunable frequency range from 500 cm�1 to
4000 cm�1 with energy 1� 40 mJ/pulse at 1 kHz. In the experiments, the ps IR pulse is the
excitation beam. The fs IR pulse is the probe beam which is frequency resolved by a
spectrograph yielding the !3 axis of a 2D spectrum. The temporal shapes of the IR pulses
are Gaussian. Scanning the pump frequency yields the !1 axis of the spectrum.
Two polarisers are added into the probe beam path to selectively measure the parallel
or perpendicular polarised signal relative to the pump beam.

Oscillator

ps Amplifier Fs Amplifier

ps OPA
HeNe

ps DFG
F

MCT

Spectrograph

Delay Line

H
eN

e

Flipper mirror Polariser

Chopper CaF2 Lens

ZnSe Window

Off-axis Parabolic Reflector

D

Single element IR Detector MCT MCT Array detector

Figure 2.6. Schematic representation of the ps/fs hybridisation MDVS setup.
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The key component of the setup is the synchronisation of the ps and fs amplifiers. Two
special designs were adopted to accomplish the synchronisation: (1) we used the same seed
pulse from the same oscillator to seed both amplifiers; (2) the two amplifiers have the same
two-stage amplification in the cavity, which allows us relatively easily adjust the number of
round trips of the light inside the cavity by changing the pump power. The synchronisation
jitter is very small, � 100 fs, as shown in Figure 2.7.

The approach is a double instrumental transformation method. The probe frequency
!3 is resolved from a fs IR pulse by a spectrograph as in other approaches. The pump
frequency !1 is obtained by scanning the output frequency of the ps OPA through
adjusting the positions and angles of the grating and crystals and other optics inside the
OPA. As discussed above, in the pump/probe configuration, signals from both rephasing
and nonrephasing pathways simultaneously emit along the same direction of the probe
beam because the pump beam is the sum of the excitation pulse E1 and E2, and the probe
beam is the sum of the excitation pulse E3 and the local oscillator ELO. There is no need in
the pump/probe configuration to scan twice to obtain signals from both rephasing and
nonrephasing pathways as what is done in the echo approach. Different from the
numerical transformation approaches where the procedures to obtain !1 inevitably
introduce some phase uncertainties, the ps/fs hybridisation method obtains !1 directly
from the grating inside the OPA. Its signal is therefore phase-locked and the spectra are
pure absorptive without further data processing required. The major advantages of the
design are: (1) its excitation power is extremely high with 1� 40 mJ=pulse concentrated
within � 20 cm�1 band width, which is at least one order of magnitude higher than most
other MDVS setups. Such high pump power enables measurements on vibrational
transitions and couplings with very weak signals. Almost all molecules with active IR
modes in condensed phases can be studied by this high power approach now. (2) The
excitation and detection frequencies !1 and !3 are independently tunable because they are
from different OPAs. This design allows us to probe the coupling and energy transfer
between essentially any two modes only if their frequencies are within the range of
500� 6000 cm�1. The major drawback of the approach is that the temporal and frequency
resolutions of the pump pulse are correlated by the uncertainty principle, similar to that of
the etalon approach. As displayed in Figure 2.7, the band width of the ps pulse is
� 18 cm�1, and its pulse duration is 0.8ps. Therefore, it is difficult to obtain fast dynamics
(100� 200 fs) with a good frequency resolution (510 cm�1). The numerical methods don’t
have this problem, because the temporal resolution is determined by the fs pulse duration,
and the method frequency resolution is determined by the sampling method, and the
intrinsic frequency resolution is determined by the molecular dynamics of the samples.

As discussed above, each MDVS approach has its own advantages and disadvantages.
In summary, the numerical transformation methods have better temporal and frequency
resolutions. The instrumental transformation methods have faster data acquisition rates
and well defined results. Different approaches may be apt for different applications.

2.4. On the analysis of MDVS spectra

2.4.1. Origins of diagonal and cross peaks

As introduced above, a typical MDVS spectrum can be plotted in three dimensions, the
signal amplitude as a function of both !1 and !3, shown in Figure 2.9. By varying the
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waiting time Tw, we have one more dimension for the data. The slice along the diagonal of
the 2D frequency spectrum gives an identical spectrum as the 1D IR spectrum obtained
from FTIR. The major difference between 1D and 2D IR data is that 2D IR data can
detect correlations among different vibrational frequencies. Molecular structural and
dynamic information can be obtained from such correlations which generally show up in
the 2D spectra as the growth of cross peaks appearing on the off-diagonal positions of the
spectra and the change of the diagonal peak lineshape. The time evolution of diagonal
peakshape from elongated to round along the diagonal, as can be seen from the two
diagonal peaks in Figure 2.18, is called spectral diffusion. The phenomenon is caused by
the exchange of local environments of the IR probes because of the molecular motions in
the system. Analysing this type of lineshape change in principle can provide information
about the probe’s local electric field and environmental structural fluctuations [40,53]. In
general, the lineshape of a 2D peak is sensitive to the phase errors. Great care must be
taken to properly phase the data before a reasonable result can be obtained from the
spectral diffusion analysis. The growths of cross peaks can be from various origins, e.g. (1)
vibrational couplings, (2) energy transfers, (3) chemical exchanges, and (4) heat effects
[3,4,8,12,14,19,27,33,34,38,48,49,59,79,80,92,93]. Majority of molecular information that
MDVS methods can provide is carried by these cross peaks.

In this section, the four types of molecular mechanism responsible for the growth of
cross peaks in 2D spectra are introduced in details. The origins of both diagonal and cross
peaks are analysed with the light-material interaction principles through Feynman
diagrams.

Origin 1: Vibrational Coupling and Intramolecular Vibrational Energy Exchange

Vibrational couplings and intramolecular vibrational energy transfers are probably the
most common reasons causing the growth of cross peaks because almost all vibrational
modes inside a molecule are anharmonically coupled. Excellent research work on this topic
can be found in literature [2,8,48,94]. Here, the vibrational coupling and energy exchange
between a Fermi resonant mode and the NCO asymmetric stretch of ethylisocyanate are
used to demonstrate the principle.

Figure 2.8 displays the FTIR spectrum of a dilute (0.2 wt%) ethylisocyanate solution in
CCl4 in the frequency range of the NCO asymmetric stretch [83]. The main peak at
2278 cm�1 is assigned to the NCO asymmetric stretch and the small peak at 2220 cm�1 is
assigned to a dark mode (called D) coupled with the NCO asymmetric stretch through
a Fermi resonance. The main peak is actually the motional narrowing result of two
isomers rotating along the CN single bond of the ethylisocyante [95]. The spectrum is
indeed from two exchanging indistinguishable isomers, which can be treated as a single
component.

Figure 2.9 shows Tw dependent 2D IR spectra of the ethylisocyanate solution [83]. The
red peaks 1 (!1 ¼ 2278 cm�1;!3 ¼ 2278 cm�1) and 4 (!1 ¼ 2220 cm�1;!3 ¼ 2220 cm�1)
are assigned to the 0–1 transitions of the NCO asymmetric stretch mode and the dark
mode D, respectively. Both !1 and !3 have the same frequency as measured from FTIR.
They come from five Feynman diagrams shown in Figure 2.10. In all five diagrams, during
the two coherence periods � and t3, all coherences (01 or 10) are between the ground state 0
and the 1st excited state 1 of the same mode, which determines that the peak from these
diagrams has !1 (from the � period)¼!3 (from the t3 period)¼!01 (the 0–1 transition
frequency) of the same mode. For the NCO asymmetric stretch mode, !01¼ 2278 cm�1,
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Figure 2.8. (Colour online) FTIR spectrum of a 0.2 wt% ethylisocyanate solution in CCl4 for the
NCO asymmetric stretch. The main peak at 2278 cm�1 is for the NCO asymmetric stretch and the
small peak at 2220 cm�1 is for a dark mode D coupled with the NCO asymmetric stretch through a
Fermi resonance. Inset: the molecular structure of ethylisocyanate [83].
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CCl4 solution at room temperature from a broad band echo 2D IR setup. [83].
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Figure 2.10. Feynman diagrams contributing to Peak 1 and 4 in Figure 2.9. 0 represents the ground
state, 1 and 10 represent the 1st excited states of the NCO asymmetric stretch mode and the dark
mode.
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and for the dark mode, it is 2220 cm�1. During the population period Tw, diagrams
R1�R4 produce populations in either the 1st excited state (11, the excited state stimulated
emission) or the ground state (00, the ground state bleaching). Both stimulated emission
and ground state bleaching ‘‘add’’ more light to the local oscillator. Therefore, the peak
signals from them are positive and colored as red. Diagram R5 from the nonrephasing
phase match condition produces populations (or superposition) oscillating between the 1st
excited states of the dark mode and the NCO asymmetric stretch mode (110). The signal
from R5 will oscillate at the frequency difference between the two modes
2278 cm�1 � 2220 cm�1 ¼ 58 cm�1. In other words, the oscillation period is � 575 fs
(ð1=58Þ=ð3	 1010Þ ¼ 5:75	 10�13 s ¼ 575 fs). Similar phenomena have been observed in
metal carbonyl compounds [27,48]. The numbers of the nonrephasing and rephasing
diagrams are different, which counts for the slightly-distorted lineshapes in 2D IR spectra
(the sum of signals from all diagrams) of short Tw periods in Figure 2.9. The oscillating
signal from R5 decays typically much faster than signals from other diagrams which have
normal population decays. Therefore, at longer Tw periods, the signal sizes from both
phase match conditions will become closer, and the lineshape distortion will be less severe.
Diagram R5 requires the two coupled modes to be both excited by the first two
interactions E1 and E2. This cannot be fulfilled in the narrow-pump/broad-probe methods
(the etalon and ps/fs hybridisation approaches) because the bandwidth of the pump pulse
is too narrow to cover the two modes simultaneously. Therefore, in these two approaches,
the 0- transition peak is only from R1�R4. Similarly, in the following analysis, those
diagrams containing excitations of different modes by the first two pulses don’t exist in the
experiments by the narrow-pump/broad-probe methods.

Peak 3 (2278 cm�1, 2242cm�1) and Peak 5 (2220 cm�1, 2195cm�1) are assigned to the
1–2 transitions of the NCO asymmetric stretch mode and D. They are from diagrams R6

and R7 shown in Figure 2.11. The shape of peak 3 is obviously longer than peak 1 and the
intensity is around 60% of peak 1. The observation is very similar to those observed for
the Fermi resonance in o-methylphenol-OD and o-ethoxylphenol-OD [49]. Here the
elongated shape is tentatively assigned to the coupling between the 2nd excited state of the
NCO asymmetric mode and a dark mode through another Fermi resonance without
further experiments. During the � period, both diagrams R6 and R7 produce a coherence
(01 or 10) between the ground state 0 and the 1st excited state 1 of the same mode,
determining !1¼!01. During the t3 period, both diagrams produce a coherence (21)
between the 1st excited state 1 and the 2nd excited state 2 of the same mode,

Figure 2.11. Feynman diagrams contributing to Peak 3 and 5 in Figure 2.9. 0, 1, and 2 represent the
ground state, the 1st and 2nd excited states of the NCO asymmetric stretch mode and the dark mode.
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determining !3¼!12. During the population period Tw, both diagrams produce
populations in the 1st excited state (11, the excited state absorption). The excited state
absorption ‘‘subtracts’’ light from the local oscillator. The signal is negative and colored as
blue. No oscillating populations are produced. The diagram where the 2nd interaction
produces 110 and then the 3rd interaction convert 110 into 12 described in literature [8] is
not a likely pathway (or if any, its contribution is small) to produce Peak 3 or 5.
The conclusion is supported by: (1) no oscillating signal is observed for the 1–2 transitions
of two coupled modes; and (2) the 1–2 transition peaks are smaller than the corresponding
0–1 transition peaks. The existence of this diagram would have produced an oscillating
signal and made the 1–2 signal bigger than the 0–1 signal (three 1–2 diagrams, the signal
from each is 2 times of the 0–1 transition, while there are only five 0–1 diagrams, assuming
the transition dipole moments of the two coupled modes are similar, which is true for the
asymmetric and symmetric stretches of RDC [8]).

Peak 2 (2220 cm�1, 2278 cm�1) and 6 (2278 cm�1, 2220 cm�1) (red peak, almost
cancelled out by the big blue peak nearby) come from both ‘‘static’’ (the vibrational
coupling, which is a static property between two vibrational modes) and ‘‘dynamic’’ (the
energy transfer, which is time dependent) contributions. The static contribution because of
vibrational coupling consists of two rephasing diagrams R8 and R9 and one nonrephasing
diagram R10 in Figure 2.12. During the � period, all diagrams produce a coherence (010 or
100) between the ground state 0 and the 1st excited state 1 of one mode, resulting in
!1¼!010 . During the t3 period, all diagrams produce a 0–1 coherence (10) of the other
mode, determining !3¼!01. The pathways determine that the coordinates of the peaks
must be either (!010 ,!01) or (!01,!010 ). During the population period Tw, R9 and R10

produce populations in the ground state (00, the ground state bleaching). R8 creates a
superposition between the 1st excited state of D and the NCO asymmetric stretching mode
1st excited state (110, the excited state stimulated emission), and the signal from this
diagram oscillates with Tw at a frequency equal to the 58 cm�1 (¼ !01 � !010 , � 575 fs).
The dynamic contribution is from the intramolecular vibrational energy exchange between
D and the NCO asymmetric stretch mode, which consists of four diagrams R10, R20, R30,
and R40 shown in Figure 2.13. During the coherence periods, these four diagrams generate
exactly the same coherences as the static diagrams, therefore producing the same peaks.
During the population period, vibrational energy exchanges induce population exchanges
in both ground and 1st excited states between two modes. The exchanges don’t produce
any oscillating signal.

Figure 2.12. Feynman diagrams ‘‘statically’’ contributing to Peak 2 and 6 in Figure 2.9. 0, 1, and 10

represent the ground state and the 1st excited states of the NCO asymmetric stretch mode and the
dark mode.
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Peak 7 (2220 cm�1, 2260 cm�1) and 10 (2278 cm�1, 2202 cm�1) are absorption transitions

between the 1st excited state and the combinational band, originating from two rephasing

diagrams R11 and R12, and one nonrephasing diagram R13 in Figure 2.14. All the diagrams

are excited state absorptions, resulting in blue peaks. During the t3 period, the diagrams

produce a coherence (1þ 10 10) between the 1st excited state and the combinational band of

the two modes. R11 creates a superposition between the dark mode 1st excited state and the

NCO asymmetric stretching mode 1st excited state after the 2nd interaction, and the signal

from this diagram oscillates with Tw at a frequency equal to the 58 cm�1 (¼ !01 � !010).
Peak 8 (2220 cm�1, 2242 cm�1) and 11 (2278 cm�1, 2195 cm�1) are peaks of intramo-

lecular vibrational exchanges between the two modes, from the 1st excited state absorption

diagrams R60 and R70 in Figure 2.11. Peak 8 has an elongated lineshape along !m, which is

similar to peak 3. The upper part of peak 8 overlaps with peak 7.
Peaks 9 (2278 cm�1, 2260 cm�1) and 12 (2220 cm�1, 2202 cm�1) come from vibrational

energy exchanges between the NCO asymmetric stretching mode and the dark mode

(diagrams R14 and R15 in Figure 2.16), and vibrational coupling (diagram R16).

Accompanying the evolution of the population period, the signal from R16 will diminish

very fast, while signals from the other two will increase and then decay with the normal

vibrational lifetimes.

Figure 2.14. Feynman diagrams contributing to Peak 7 and 10 in Figure 2.9. 0, 1, 10and 1þ 10

represent the ground state, the 1st excited states and the combinational band of the NCO asymmetric
stretch mode and the dark mode.
Note: the combinational band can be the sum of the NCO asymmetric stretch þ any suitable modes
which are strongly coupled to it and can shift the NCO 0–1 transition frequency with the same
amplitude.

Figure 2.13. Feynman diagrams ‘‘dynamically’’ contributing to Peak 2 and 6 in Figure 2.9. 0, 1, and
10 represent the ground state and the 1st excited states of the NCO asymmetric stretch mode and the
dark mode.
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From the above analysis, the energy level diagram of the NCO asymmetric

stretch mode and the dark mode of the ethylisocyanate molecule can be described in

Figure 2.17 [83].
The analysis here is for data from a broad-band numerical Fourier transformed 2D IR

method. In the narrow-pump/broad-probe 2D IR measurements, all diagrams with

oscillations during the Tw period will not be applicable since the narrow pump pulse is too

narrow to excite both modes at the same time.

Origin 2: Chemical Exchanges

Chemical exchanges, e.g. hydrogen bond formation and dissociation [3,14,32,34,58,59],

and isomerisations [33,43], are dynamic equilibrium, which ubiquitously exist in nature. In

chemical exchanges, the macroscopic concentration of each species is constant, but all

species are constantly exchanging at the microscopic level. They can also produce cross

peaks in 2D IR spectra [4,6]. The major difference between chemical exchanges and

vibrational couples is that the probe vibrational modes of species under exchange are not

coupled. Therefore, among the Feynman diagrams provided in the above section, those

related to vibrational coupling, e.g., those producing oscillating populations, or those

associated with the combinational band, are not applicable to chemical exchanges. A slow

Figure 2.15. Feynman diagrams contributing to Peak 8 and 11 in Figure 2.9. 0, 1, 10, 2, and 20

represent the ground state, the 1st excited states, and the 2nd excited state of the NCO asymmetric
stretch mode and the dark mode. During the population period, vibrational exchanges produce
population exchanges.

Figure 2.16. Feynman diagrams contributing to Peak 9 and 12 in Figure 2.9. 0, 1, 10and 1þ 10

represent the ground state, the 1st excited states and the combinational band of the NCO asymmetric
stretch mode and the dark mode.
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exchange example (the exchange is slower than the dephasing times of the vibrational
probes) will be used to demonstrate the principle.

Figure 2.18 are FTIR and 2D IR (only for 0–1 transition) spectra of hydroxyl-od
stretches of free (2722 cm�1) and complexed triethylsilanol molecules (2688 cm�1) in a 1.6
wt% of triethylsilanol solution in a toluene/CCl4 (1/4 wt) mixed solvent at room
temperature [83]. In the solution, some triethylsilanol molecules form complexes with
toluene, and some stay free with CCl4. These two types of silanol molecules are under
chemical exchanges, manifested by the growth of the cross peaks in 2D IR spectra. In a
chemical exchange, the vibrational excitation is conserved in the same vibrational mode,
while the mode’s vibrational frequency is altered by the exchange. The frequency change
indicates that the exchange has occurred because the frequency change induced by

3
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Figure 2.18. (Colour online) FTIR and 2D IR (only for 0–1 transition) spectra of hydroxyl-od
stretches of free and complexed triethylsilanol molecules in a 1.6 wt% of triethylsilanol solution in
1:4 wt toluene and CCl4 mixed solvent at room temperature. In the solution, some triethylsilanol
molecules form complexes with toluene, while some stay free in CCl4. These two types of silanol
molecules are under fast chemical exchanges, manifested by the growth of the cross peaks in 2D IR
spectra [83].
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Figure 2.17. Energy level diagram of ethylisocyanate. 1j i and 2j i represent the 1st and 2nd excited
states of the NCO asymmetric stretch mode. 00j i represents the ground state. 1þ 10j i represents the
combinational band (both modes are excited to the 1st excited state). 10j i and 20j i represent the 1st
and 2nd excited states of the dark mode. In all above Feynman diagrams, n or n’ represents either
mode, different from the assignments here [83].
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environment change is almost instantaneous. For instance, if the OD stretch of a free silanol
molecule is excited, it will be vibrating at its frequency 2722 cm�1 during the � period. If
during the population period Tw, this silanol molecule forms a complex with a toluene
molecule, its OD stretch is still vibrating but now at 2688 cm�1, the frequency of the
complexed silanol during the t3 period, assuming the complex formation does not deactivate
the vibration. The process forms the formation cross peak (!1 ¼ 2722 cm�1,
!3 ¼ 2688 cm�1). The physical picture of the growth of cross peaks here is different from
the intramolecular vibrational energy exchange. However, the Feynman diagram analysis
for the growth of cross peaks in chemical exchanges is actually identical to that for the
vibrational energy transfer. Cross peaks Dissociation and Formation are from diagrams
R10 �R40, and diagonal peaks Free and Complex are from R1�R4. The corresponding 1–2
transition exchange peaks [34] (not shown here) are fromR60 andR70, and the corresponding
1–2 transition free and complex peaks (not shown here) are from R6 and R7.

Origin 3: Intermolecular Vibrational Energy Exchanges

Intermolecular vibrational energy relaxations are ultimate pathways for vibrational
energy to dissipate into environment in condensed phases. Intermolecular vibrational
energy transfers can also produce cross peaks in 2D IR spectra. There are two cases: 1, the
vibrational probes are directly involved in the energy transfers [70,90,96,97]; and 2, the
vibrational probes are not involved in the energy transfer process but act as the reporters
[98]. In the first case, the vibrational probe modes of different frequencies are under energy
exchange. The intermolecular energy transfer produces cross peaks in 2D IR spectra in a
way similar to the intramolecular vibrational energy transfer. A typical example is the
energy exchange between SCN� and S13C15N� in KSCN/KS13C15N (1/1) mixed aqueous
solutions [90], displayed in Figure 4.1. The energy transfer peaks are from diagrams
R10 �R40 for the red cross peaks, and R60 �R70 for the blue cross peaks. In the second case,
the mechanism is different. In the following, an example is used to demonstrate how cross
peaks are generated in 2D IR spectra for this situation [98].

Figure 2.19 displays the FTIR and 2D IR spectra of CN groups of acetonitrile-d3
(�2263 cm�1) and benzonitrile (�2230 cm�1) molecules in a mixed acetonitrile-d3 (A) and
benzonitrile (B) solution (molar ratio A/B � 1.8) at room temperature [83]. In the
solution, once the nitrile asymmetric streches are excited to their 1st excited states, the
excitations of both molecules quickly relax to intramolecular low frequency modes within
20 ps as we can see that the 1–2 transition peaks in panel 15 ps are almost gone, and then
the vibrational energy of some of these low frequency modes exchanges between the two
types of molecules within 30� 50 ps. The energy exchange is manifested by the growth of
the cross peaks in 2D IR spectra. Note: very little vibrational energy has exchanged
directly between the nitrile groups, since no 1–2 exchange cross peaks (should be at the
positions of (2263 cm�1, 2209 cm�1) and (2230 cm�1, 2245cm�1) similar to peak 8 and 11 in
Figure 2.9 has been observed.

In Figure 2.19, the origins of the diagonal peaks and their corresponding 1–2 transition
peaks in the 2 ps panel (before vibrational energy relaxations) are identical to those in the
chemical exchange cases. In other words, the diagonal peaks are from diagrams R1�R4,
and their 1–2 transition peaks are from R6 and R7. After intramolecular vibrational energy
relaxations in panels 15 ps and 30 ps, the 1–2 transition peaks (2263 cm�1, 2245 cm�1) and
(2230 cm�1, 2209 cm�1) in panel 2 ps disappear, and two new blue peaks
(2263 cm�1, 2254 cm�1) and (2230 cm�1, 2224 cm�1) grow in. The disappearances of the
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two 1–2 transition peaks indicate that the excitation of the CN stretches have relaxed

away. Two diagonal red peaks are still in the spectra after relaxations, resulting from that

the ground states are not filled by the relaxations of CN excitations and the transition

dipole moment decrease with the increase of internal molecular temperature (which can be

confirmed with temperature dependent FTIR measurements in (F)). Both factors are

ground state bleaching. Therefore, the origins of the diagonal peaks after intramolecular

relaxations are diagrams R2 and R4. The new blue peaks (2263 cm�1, 2254 cm�1) and

(2230 cm�1, 2224 cm�1) come from combinational band absorptions R14 and R15; similar

to peak 9 and 12 in Figure 2.9 (the dark mode here can be one or more modes which accept

energy from the CN groups). This relaxation induced absorption phenomenon has been

observed previously [99,100].
After intermolecular energy exchanges, two additional red peaks and two additional

blue peaks grow in as in panels 15 ps and 30 ps in Figure 2.19. The origin mechanisms of

these peaks are different from those of intramolecular energy exchange peaks which are

the results of direct energy exchanges between two modes. The peaks here are not the

results of direct energy exchanges between the CN groups, but energy exchanges among

other modes. The red cross peaks (2263 cm�1, 2230 cm�1) and (2230 cm�1, 2263 cm�1) are

purely from ground state bleachings caused by energy exchanges among low frequency

modes (including heat) between two molecules, which can be expressed as diagrams R20

and R40. There is no stimulated emission contribution for the red cross peaks because all

CN stretch excited state populations have relaxed to the low frequency modes. The blue

cross peaks (2263 cm�1, 2224 cm�1) and (2230 cm�1, 2254 cm�1) are both from sequent

intramolecular and then intermolecular energy relaxations, expressed as diagrams R17 and

R18 in Figure 2.20. The physical picture of the diagrams is that during the population

period, after the CN group of one molecule (e.g. A) is excited to its 1st excited state with an

excitational frequency !1 ¼ 2263 cm�1, the excitation relaxes to intramolecular low

frequency mode(s) (L), and then the energy of L transfers to the low frequency mode(s)

(L0) of another molecule (B). The 3rd pulse creates a coherence between L0 and the

combinational band 10 þL0 of B. The coherence produces a signal with an emission

frequency !3 ¼ 2224 cm�1. The two diagrams are excited state absorptions, peaks from

them are therefore negative and labeled as blue.

Figure 2.20. Feynman diagrams contributing to intermolecular energy exchange blue cross peaks
(2263 cm�1, 2224 cm�1) and (2230 cm�1, 2254 cm�1) in figure 2.15. 0, 1, 10, L, L0 and 10 þL0 represent
the ground state, the 1st excited states, the low frequency mode(s), and the combinational band of
the CN stretch mode and the low frequency mode(s) of acetonitrile and benzonitrile.
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Origin 4: Vibrational Relaxation Induced Heat Effects

In the 2nd case of intermolecular vibrational energy transfer discussed above, we
mentioned that the red peaks at long waiting times are partially caused by the heat effect
from the vibrational relaxations. Here a more detailed description about heat induced
cross peaks in 2D IR spectra is provided.

In a nonlinear vibrational spectroscopic measurement, it is quite typical that the
relaxation of a vibrational excitation can increase the temperature of the sample within the
focus spot for a few degrees [70,98,101]. The amplitude of temperature increase (�6�C) can
be estimated with the following experimental parameters: the excitation pulse energy of
5 mJ=pulse, the diameter of focus spot of 100 mm, the sample thickness of 20mm, the sample
density and heat capacity assumed to be the same as those of water. The temperature
increase can have several effects on the sample: (1) the absorption coefficient of the
vibrational modes are altered; (2) the populations of molecules in different substates also
change because of the Boltzmann distribution; (3) the local structures and chemical
equilibrium shift following the temperature change, e.g. H-bonds become weaker at higher
temperature [30,102]. These effects produce new absorptions and bleachings at various
temperatures in both temperature difference FTIR spectra (Figure 2.19(F) and
Figure 2.21(D)� (E)) and 2D IR spectra (Figure 2.21(C)) [96].

The black curve in Figure 2.21(A) is the FTIR spectrum of a KSeCN/D2O (�1/2.4
molar ratio) solution. The peak at � 2060 cm�1 is the CN stretch of the SeCN� anion, the
shoulder at � 2636 cm�1 is assigned to a combination band of SeCN� through FTIR
measurements in different solvents, and the rest of the broad peak in the range of

(E)(D)

(C)(B)(A)

Figure 2.21. (Colour online) (A) FTIR spectrum (the black curve); (B) and (C) 2D IR spectra at two
waiting times, and (D) and (E) temperature difference FTIR spectra in the CN stretch and OD
stretch frequency ranges of a KSeCN/D2O (�1/2.4 molar ratio) solution. The temperature difference
spectra were obtained from subtracting the FTIR spectrum at room temperature (24�C) from the
spectrum at a higher temperature, e.g. line 11�C in D&E represents the subtraction result from 35�C–
24�C. Positive values in (D) and (E) represent absorption, and negative values represent bleaching.
Reprinted with permission from [96]. Copyright 2010, American Institute of Physics.
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2400� 2700 cm�1 is assigned to the OD stretch of D2O. (B)&(C) are 2D IR spectra of the
solution at waiting time 0 ps and 800 ps. At the short waiting time, the diagonal peak pairs
and the cross peak pairs because of the vibrational coupling between the combination
band and the CN stretch are clearly visible. At the long waiting time 800 ps, most of the
vibrational excitations of OD and CN have relaxed into heat because their vibrational
lifetimes are relatively short (5100 ps) compared to 800 ps [96], but many peaks still
appear in both the diagonal and cross positions. The patterns of these peaks at the same !3

are identical regardless of !1, and very similar to those at the same frequencies in the
temperature difference FTIR spectra (D)&(E). The peak intensity at the same !3 varies
with the !1 value, because the excitation power and optical density of the sample at
different !1 values are different, leading to different amount of energy deposit into the
sample. These are the major features of heat induced peaks in 2D IR measurements. These
heat effects can also be explained with Feynman diagrams. The heat induced bleaching is
from diagrams R20 and R40, similar to the chemical exchange, because no matter the
bleaching is caused by the decrease of the optical density or the disappearance of an old
species induced by heat, the signal is always from the ground state holes at various
frequencies. The heat inducing absorption can be from two different reasons. One is that
those low frequency modes excited by heat are coupled to the high frequency modes, so
that these high frequency modes appear as combination band absorption. The diagrams
for this reason are R17 and R18. The other reason is that a new species is created by the
heat, e.g. H-bond breaking, resulting in a new absorption similar to peaks at
!3 � 2680 cm�1 in Figure 2.21(C). The diagrams for this reason are displayed in
Figure 2.22.

2.4.2. Polarisation selective 2D IR data

2.4.2.1. Anisotropy. As discussed above, molecular information can be obtained from the
time dependent lineshapes and growth of cross peaks in 2D IR spectra. In addition, the 2D
measurements provide another type of important information for the studies of molecular
structures and dynamics: anisotropies of vibrational modes, obtained through the
polarisation-selective method. In general, each laser pulse used in the MDVS experiments

Figure 2.22. Feynman diagrams contributing to the heat induced new absorption. During the Tw

period, the relaxation of the 1st excited state of one mode creates a new species at its ground state 00.
The third pulse E3 produces the new species 00–10 absorption.
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is a linearly polarised light. Therefore, on one hand, the electric field E prefers to interact
with molecules along its vector direction, perpendicular to the direction of light
propagation. On the other hand, a vibrational mode of a molecule prefers to absorb
light along the vector direction of its transition dipole moment. The probability of exciting
a specific vibrational mode by a pulse is thus proportional to the square of the scalar
product of the transition dipole moment and the electric field, i.e., E2�2 cos2 �0, with �0
being the angle between the electric vector of the laser pulse and the transition dipole
moment of the mode. As a consequence, vibrational modes with transition dipole moment
parallel to that of the electric field are preferentially excited, and those with transition
dipole moment perpendicular to that of the electric field are least excited. Based on this
principle, the relative reorientations of molecules or vibrational modes can be directly
measured by manipulating the polarisations of the laser pulses in MDVS experiments.

In experiments, the relative molecular orientation is generally characterised with a
parameter called anisotropy [103], which is defined as

rðtÞ ¼
Pk ðtÞ � P?ðtÞ

Pk ðtÞ þ 2P?ðtÞ
, ð2:40Þ

where Pk ðtÞ and P?ðtÞ are the signal intensities from experiments with the probe beam
(E3&ELO) is parallel and perpendicular to the pump beam (E1&E2) respectively, and t is
the waiting time between pump and probe. The numerator of Equation (2.40) counts for
the signal difference between the two experiments, and the denominator counts for the
total signal in the x, y, and z directions. Assuming that the pump beam propagates along
the y-axis, and the z-axis is the direction of electric field, according to the derived 2D IR
signal (see Equation (2.27)), we have

Pk ðtÞ ¼ PzðtÞ ¼ A0½~zEpump
� ~�pumpð0Þ�

2
½~zEprobe

� ~�probeðtÞ�
2

ð2:41Þ

P?ðtÞ ¼ PxðtÞ ¼ A0½~zEpump
� ~�pumpð0Þ�

2
½~xEprobe

� ~�probeðtÞ�
2

ð2:42Þ

where A0 ¼ kE2
pumpE

2
probe�

2
pump�

2
probe, and k is a constant. Ei is the electric field amplitude.

�i is the transition dipole moment. ~z and ~x are the unit vectors of the electric fields along
the z-axis and the x-axis, respectively. ~�i is the unit vector of the transition dipole moment.

For the diagonal red peaks in 2D spectra, �̂pump ¼ �̂probe at t ¼ 0 because the excited
mode is identical to the detected mode (!1 ¼ !3). Therefore

Pk ð0Þ ¼ A0cos4ð�zÞ ð2:43Þ

P?ð0Þ ¼ A0cos2ð�zÞ cos2ð�xÞ, ð2:44Þ

where �z and �x are the angles between the directions of transition dipole moment and the
electric fields along the z-axis and the x-axis, respectively. The bars denote an ensemble
average over all molecules.

According to the classical formula of spherical trigonometry, if the angle between
vectors A and B is �1, and that between A and C is �2, the angle � between A and B satisfies
the following equation:

cos � ¼ cos �1 cos �2 þ cos sin �1 sin �2, ð2:45Þ

where  is the angle between planes AB and AC.
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By inserting Equation (2.45) with � ¼ �x, �1 ¼ �z and �2 ¼ �=2, Equation (2.44) can be

replaced by

P?ð0Þ ¼ A0cos2ð�zÞ½cosð�zÞ cosð�=2Þ þ cos sinð�zÞ sinð�=2Þ�
2

¼ A0cos2ð�zÞ cos 2 sinð�zÞ
2
¼ A0cos2ð�zÞ sinð�zÞ

2=2: ð2:46Þ

All values of  are equiprobable for randomly oriented molecules, thus we have

cos ¼ 0 and cos2  ¼ 1=2.
If the distribution of molecules that contribute to the signal is isotropic, we can

calculate

cos4 �z ¼
1

2

Z �

0

cos4 �z � sin �z d�z ¼ 1=5, ð2:47Þ

cos2 �z sin
2 �z ¼

1

2

Z �

0

cos2 �z sin
2 �z � sin �z d�z ¼ 2=15: ð2:48Þ

Finally, by substituting Equations (2.47) and (2.48) into Equations (2.43) and (2.46),

we get

rð0Þ ¼ r0 ¼
Pk ð0Þ � P?ð0Þ

Pk ð0Þ þ 2P?ð0Þ
¼

2

5
: ð2:49Þ

r0 ¼ 0:4 is the theoretical value when we measured the anisotropy of the diagonal peak at

time t ¼ 0, when no dynamics have occurred.
For the anisotropy of cross peaks or the 1–2 transition peaks in 2D spectra at t ¼ 0,

Equations (2.43) and (2.44) can be rewritten as

Pk ð0Þ ¼ A0cos2ð�zÞ cos2ð�0zÞ ð2:50Þ

P?ð0Þ ¼ A0cos2ð�zÞ cos2ð�0xÞ ð2:51Þ

where �z is the angle between the directions of the dipole moment of the mode excited by

the first pulse (E1) and the electric field along the z-axis. �0z and �
0
x are angles between the

directions of the dipole moment of the mode interacted with the 3rd pulse (E3) and electric

fields along the z-axis and the x-axis, respectively.
If the angle between the mode excited by E1 and that interacted with E3 is defined as �,

we have

Pk ð0Þ ¼ A0cos2 �zðcos �z cos � þ cos sin �z sin �Þ
2

¼ A0 cos2 �cos4 �z þ
1

2
sin �2cos2 �z sin

2 �z

� �

¼
A0

15
ð2 cos2 � þ 1Þ, ð2:52Þ
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and

P?ð0Þ ¼
A0

2
cos2 �z sin

2 �0z

¼
A0

2
cos2 �z � cos2 �z cos2 �0z

¼
A0

15
ð2� cos2 �Þ: ð2:53Þ

Accordingly, the anisotropy of the cross peak at t ¼ 0 is

rð0Þ ¼ rð�Þ ¼
Pk ð0Þ � P?ð0Þ

Pk ð0Þ þ 2P?ð0Þ
¼

3 cos2 � � 1

5
: ð2:54Þ

This result shows that, the cross angle � between the transition dipole moments of two

normal modes can be directly derived from the anisotropy value rð�Þ of the corresponding
cross peaks. We will see in Chapter 5, this conclusion plays a significant role on analyzing

the three-dimensional molecular conformations. The relative directions of 0–1 and 1–2

transitions of a vibrational mode can also be determined with Equation (2.54) by

examining the anisotropy of the diagonal blue peaks (the 1–2 transition peaks) in 2D

spectra. For most vibrational modes we have studied so far, within experimental

uncertainties, their 0–1 and 1–2 transitions are parallel.
It is worth noting that the dependence of the cross peak anisotropy on the cross angle is

not linear (see Figure 2.23). The corresponding slope curve indicates that, the value of the

anisotropy is very sensitive to the cross angle at around 45�, which is confirmed by the

maximum slope at � ¼ �=4. If the cross angle between two modes is near 0� or 90� where

the slope approximates to zero, the anisotropy is not as sensitive to the cross angle. The

analysis implies that the method based on Equation (2.54) to determine the cross angle

between two vibrational modes has a more precise value for two modes with a 30� � 60�

cross angle. If two modes are nearly parallel or perpendicular to each other, the

experimental result will have a bigger uncertainty.

0 30 60 90

-0.2

0.0

0.2

0.4

Cross Angle (degree)

r(
θ)

0.0

0.3

0.6

|dr(θ )  / d θ  |

Figure 2.23. The dependence of cross peak anisotropy on the cross angle between two modes (left)
and corresponding slope curve (right), according to Equation (2.54).
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2.4.2.2. Molecular rotations and energy transfers. In condensed phases, some dynamic
processes, e.g. molecular rotations and energy transfers from one molecule to another, can
lead to a change in the direction of the transition moment of the excited molecules. This
can cause the anisotropy defined in Equation (2.40) to decay (to 0 for a complete
randomisation of the excited molecules). Based on the molecular mechanism, time
dependent polarisation-selective MDVS measurements can provide abundant information
on the molecular dynamic behaviors.

The rotations of excited molecules can lead to the randomisation of their orientations,
leading to a gradually smaller anisotropy value of the signal. For the simplest but probably
the most important case, the isotropic free rotation, the time dependent anisotropy can be
simply written as a function of single exponential decay [104]:

rðtÞ ¼ rð0Þ expð�6DrtÞ ¼ rð0Þ expð�t=�cÞ, ð2:55Þ

where Dr is the rotation diffusion coefficient, and �c ¼ 1=ð6DrÞ is a rotational time
constant. According to the Stokes–Einstein relation:

Dr ¼
RT

6V�
, ð2:56Þ

where V is the hydrodynamic molecular volume of the molecule. � is the viscosity of the
medium, T is the absolute temperature and R is the gas constant. Although the validity of
the Stokes–Einstein relation is still questionable at the molecular scale, it has been found to
work surprisingly well for molecules embedded in a homogeneous liquid [105]. That
means, from the time dependent depolarisation of the pump/probe signal, we can obtain
information on the molecular motions, which depend on the size and the shape of
molecules, and the fluidity of their microenvironment. In addition, the rotation-free pump/
probe signal can be simply obtained by PðtÞ ¼ Pk ðtÞ þ 2	 P?ðtÞ, the intensity of signal in
all three directions (x, y and z), which is usually used to estimate vibrational lifetimes of
the excited modes.

The vibrational energy transfer from one mode to another mode with a different
orientation can also lead to the depolarisation of the pump/probe signal. Therefore, the
vibrational energy transfer rate can also be derived from the anisotropy decay curve
acquired from time dependent pump/probe experiments [90,106].

Under the dipole-dipole approximation [106–108], the vibrational energy transfer rate
is proportional to the square of the coupling between an energy donor and its acceptor ,
which has the form:

 ¼
1

4�"0n2
kD � kA
r3DA

� 3
ðkD � rDAÞðkA � rDAÞ

r5DA

� 

¼
1

4�"0n2
�D�A�

r3DA

, ð2:57Þ

where "0 demotes vacuum permittivity, n is the local refractive index of the media, rDA is
the distance between two modes, �D and �A are transition dipole moments of the pumping
mode and probing mode, respectively, and � is the orientational factor:

� ¼ cos �DA � 3 cos �D cos �A

¼ sin �D sin �A cos ’� 2 cos �D cos �A ð2:58Þ
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with �AD is the angle between the two transition dipole moments, �A and �D are the angles
between each transition moment and the vector connecting them, respectively, ’ is the
angle between the projections of the transition moments on a plane perpendicular to the
line through the centers, as shown in Figure 2.24.

For simplicity, the molecules are assumed to be immobile and with a random
distribution. Neglecting the effects of rotational diffusion and only considering the
situation at t ¼ 0, where the excited state is assumed to remain localised on the originally
excited molecule, the probability for energy transfer between a pair of donor and accepter
depends on �D, �A and ’ according to

Wð�,!Þ / �2 ¼ ðsin �D sin �A cos ’� 2 cos �D cos �AÞ
2: ð2:59Þ

After one energy transfer process, the transition dipole moment of the excited mode
rotates by an angle �DA (in Figure 2.24), because the energy has transferred from the donor
to the acceptor, resulting in an anisotropy

rETð�D, �A, ’Þ ¼ ð3 cos
2 �DA � 1Þ=5

¼ ½3ðsin �D sin �A cos ’þ cos �D cos �AÞ
2
� 1�=5, ð2:60Þ

according to Equation (2.54). As a result of random distribution, the angular jumps of �D,
�A and �DA have equal probability in all the orientations. Therefore, taking all energy
transfer probability into account, the final anisotropy of the pump/probe signal after the
transfer can be derived as:

rET ¼

R 2�
0 d’

R �
0 d�A

R �
0 Wð�D, �A, ’ÞrETð�D, �A, ’Þ sin �D sin �A d�DR 2�

0 d’
R �
0 d�A

R �
0 Wð�D, �A, ’Þ sin �D sin �A d�D

¼ 0:016 ¼ 0:04 � r0 ð2:61Þ

The result shows that a single resonance energy transfer step can reduce the anisotropy to
4% of the initial value. In other words, the anisotropy decay rate constant is about 96% of
the energy transfer rate constant. The common approach is to disregard this 4% difference
and take both constants to be the same.

2.5. Applications of MDVS

The MDVS methods detect the nuclear degrees of freedom of molecules. The experimental
observables are determined by the nuclear coordinates. Therefore, any molecular

Dµ

Aµ

Dθ

AθDAθ

ϕ
r

Figure 2.24. Geometric angles involved in the definition of the orientation factor.
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structural information and dynamic processes related to the nuclear motions, e.g. chemical
bonds or H-bonds transformations, molecular and chemical bond rotations, and
vibrational energy flows, can be in principle investigated by the methods. The methods
have been extensively applied in studies of water, aqueous solutions, proteins, peptides,
nanomaterials, chemical reactions, H-bond dynamics, vibrational dynamics, molecular
isomerisations, lipids, and surfaces.

The past and ongoing research in our group asks a simple question: can MDVS
become a self-consistent structural tool for resolving three-dimensional molecular
conformations similar to XRD or NMR?

To become such a tool, MDVS needs to have the capability to determine both the
relative chemical bond orientations and the absolute chemical bond distances. In principle,
if the cross angle between the transition dipole moments of any two normal modes in a
molecule can be determined, these vibrational angles can then be translated into the cross
angle between any two bonds even if the vibrations are not along the bond directions. The
relative orientations of the chemical bonds of this molecule, which molecular conforma-
tions are referred to, are determined by these bond angles. The absolute distance between
any two chemical bonds can also be determined by measuring the vibrational energy
transfer kinetics between two vibrational modes associated with these bonds, if the general
correlations between molecular structures and energy transfer kinetics are known. Here,
we want to emphasize that the vibrational energy transfer method does not require a
structure-disturbing labeling which is usually required in electronic energy transfer
measurements. The chemical bonds themselves are chromophores. If it can work, it should
be able to detect distances with a spatial resolution at the order of bond lengths, 1� 2
angstrom.

Our research has followed these two directions: (1) to explore the nature of vibrational
energy transfers, and the potential of using vibrational energy transfers as a ‘‘molecular
ruler’’ to measure molecular distances; and (2) to explore the potential of determining 3D
molecular conformations in various condensed phases by measuring vibrational cross
angles. In chapter 3 and 4, we will introduce our work in searching for the general
correlations between vibrational energy transfer kinetics and molecular structural
parameters, and the applications of vibrational energy transfers in studies of ion
clustering, ion/ion interactions, and ion/molecule interactions in liquids. In chapter 5,
applications of our multiple-mode approach in determining 3D molecular conformations
in liquids, solids, interfaces are introduced.

3. Mode-specific intermolecular vibrational energy transfer

Vibrational energy transfer is a critical step of molecular reaction dynamics [109–113]. For
example, in condensed phases, whenever a molecular bond is broken, formed, or changed
into other conformations, a large part of the energy involved in the processes inevitably
comes from or converts into vibrational energy, the dynamics of which has been
extensively studied in both theory and experiments for decades [101,114–136]. In addition,
intermolecular vibrational energy transfer is also a key part of many important
phenomena, e.g., heat transportations and cell signaling. However, quantitative studies
on vibrational energy transfer kinetics have proved to be very challenging [137]. One major
reason is that in condensed phases, a vibrational energy donor usually has a very large
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number of acceptors, which can be thousands or even millions. Some of these acceptors are
intramolecular, and some are intermolecular. Some acceptors are normal modes which can
be straightforwardly predicted, and some are combination bands or overtones which are
simply ‘‘dark’’ states. It is therefore very difficult to precisely determine the direct
vibrational energy transfer pathway from one mode to another. In addition, infrared laser
technology and infrared detection methods were also limiting factors in the studies of
vibrational energy transfers. Thus, the general correlation between molecular structures
and vibrational energy transfer kinetics was mainly from theoretical studies based on the
Fermi goldern ruler approach [137,138]. Almost no experimental results were able to
directly examine such a theoretical prediction. It is therefore not surprising that different
from electronic energy transfers which have been widely used in various fields to probe
molecular interactions, vibrational energy transfers have almost never been used to do
similar jobs.

For the purpose of developing our multiple-mode multiple-dimensional vibrational
spectroscopy to become a structural tool, the first step of our experiments is to explore the
general correlation between molecular structures and vibrational energy transfer kinetics.
To address problems associated with vibrational energy studies mentioned above, we
adopted several approaches: (1) to avoid the many-acceptor problem, we chose to study
mode-specific vibrational energy transfer; (2) to relieve the problem that the energy donor
overlaps in frequency with and strongly couples to a combination band involving the
acceptor, we studied intermolecular energy transfers rather than intramolecular transfers;
(3) to increase the intermolecular energy transfer efficiency, we used the heavy atom
approach to block intramolecular energy transfer pathways [70]; and (4) to increase the
very weak mode-specific energy transfer signal, we designed the high power ps/fs
hybridisation laser setup to make sure the signal/noise ratio is sufficiently high.

A series of experiments was designed to address how and why the vibrational energy of
one mode on one molecule transfers to another mode on another molecule, e.g., we
measured the vibrational energy transfer from the first excited state of the C-D stretch of
deuterated chloroform (DCCl3) to the 0–1 transition of the CN stretch of phenyl
selenocyanate (C6H5SeCN) in their 1:1 liquid mixture [70], as well as the vibrational energy
transfers between the CN stretch of SCN� and the 13C15N� stretch in KSCN/KS13C15N
mixed aqueous solutions [97]. From the experiments, a quantitative analytical equation
which describes the correlation between the vibrational energy transfer rate constant and
the molecular structural parameters was derived.

In this chapter, we first use the work on the C6H5SeCN/DCCl3 liquid mixture as an
example to demonstrate how the intermolecular mode-specific vibrational energy transfer
kinetics are investigated and analyzed [70], and then how the analytical equation was
derived and experimentally examined [96,97].

3.1. Phenyl selenocyanate and deuterated chloroform mixture

The first system we studied is a C6H5SeCN/DCCl3 liquid mixture with a molar ratio 1:1.
The FTIR spectra of pure C6H5SeCN liquid, pure DCCl3, and their mixture are shown in
Figure 3.1. As will be discussed in this section, vibrational energy transfer kinetics from the
1st excited state (2252 cm�1) of the C-D stretch of DCCl3 to excite the 0–1 transition
(2155 cm�1) of the CN stretch of C6H5SeCN in the mixture can be directly determined [70].
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3.1.1. Basis of observing the energy transfer

The long vibrational lifetime of the CN stretch 1st excited state of the SeCN group and the
relatively strong hydrogen-bond between the C-D and CN are the main molecular
mechanism for us to experimentally observe the direct energy transfer from the CD stretch
to the CN stretch.

To retain the vibrational excitation in the donor or the acceptor or both as long as
possible, we need their vibrational lifetimes to be as long as possible. According to the
arguable ‘‘heavy atom effect’’, heavy atoms can block intramolecular vibrational energy
transfer from one mode to others in some cases of gas phase [139–141] and condensed
phases [59,142,143]. We therefore chose and designed molecules with heavy atoms, e.g. Si,
S and Se, and measured vibrational lifetimes of these molecules. These heavy atoms were
found indeed to be able to effectively block vibrational energy from relaxing to other
modes inside the molecule in nonpolar solvents for some molecules. For example, as
shown in Figure 3.2, the CN stretch lifetimes of C2H5CH2CN, C2H5SCN, and C2H5SeCN
in CCl4 solutions are about 5.5 ps, 84 ps and 282 ps, respectively. The results clearly show
that heavier atoms are better energy blockers (Se4 S4C). The longer vibrational lifetime
means that more vibrational energy will be transferred to intermolecular modes instead of
intramolecular acceptors. Note, the heavy atom effect does not always hold as we
experimentally demonstrated [70].

On the other hand, DFT calculations [70] (Figure 3.3) show that the CD group of CDCl3
and the CN group of C6H5SeCN can form a relatively strong hydrogen-bond in the mixed
solution, which is also a key role for vibrational energy to transfer between CN and CD.

3.1.2. Detailed analyses of 2D IR spectra

Figure 3.4 displays waiting time dependent 2D IR spectra and an energy level diagram
showing the peak origins in the spectra of a C6H5SeCN/Cl3CD (1/1 molar ratio) mixed
liquid at room temperature [70]. In the following, we will describe in details how each peak

2150 2200 2250
0.0

0.2

0.4

0.6

0.8

1.0

A
bs

or
ba

nc
e

Frequency (cm-1)

 C6H5SeCN
 C6H5SeCN/CDCl3
 CDCl3

Figure 3.1. (Colour online) FTIR spectra of pure C6H5SeCN liquid, pure DCCl3, and their mixture
with a molar ratio 1:1. The peak at 2155 cm�1 is the CN stretch mode of the C6H5SeCN molecule,
and the peak at 2252 cm�1 is the CD stretch mode of the DCCl3 molecule. Reprinted with permission
from [70]. Copyright 2010, American Institute of Physics.
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grows in the spectra, and how the vibrational energy transfer of CD to CN between the
two molecules can be revealed by the peak growths and decays in the 2D IR spectra.

At short waiting times, e.g. 1 ps, only two red/blue peak-pairs show up in the spectrum.
Peak 1 and 2 belong to the CD 0–1 transition and 1–2 transition, respectively, while Peak 3
and 4 belong to the CN 0–1 transition and 1–2 transition, respectively. It also shows that
the CD peak pair decays much faster than the CN peaks, indicating a much shorter
lifetime of CD stretch (�8.6 ps) than that of the CN stretch (�330 ps).

Some peaks grow in on the off-diagonal positions with the increase of waiting time, e.g.
Peaks 5, 6, 7, 8, and 9. As discussed in the previous chapter, the growth of these cross
peaks is one major feature of 2D IR spectra, which can be utilised to analyse detailed
molecular structures and dynamics. In general, cross peaks can be induced by several
molecular phenomena: vibrational coupling [12,48,144], intramolecular vibrational energy
transfers [19,33,48,136], intermolecular vibrational energy and heat transfers [98],
molecular transformations [4,33,34]. In the case studied here, we will demonstrate that
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Figure 3.2. (Colour online) Rotation-free pump/probe CN 1–2 transition data (points are data.
Lines are fits) of C2H5CH2CN (�2252 cm�1), C2H5SCN (�2156 cm�1), and C2H5SeCN
(�2155 cm�1). Reprinted with permission from [70]. Copyright 2010, American Institute of Physics.

Figure 3.3. (Colour online) Two calculated H-bonds between C6H5SeCN and DCCl3 in gas phase.
(a) is more stable than (b) by � 1.53 kcal/mol. Reprinted with permission from [70]. Copyright 2010,
American Institute of Physics.
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the molecular phenomena responsible for the growth of the cross peaks in Figure 3.4(A)
can be mainly attributed to the intermolecular vibrational energy and heat transfers.

The red cross peak 8 is mainly caused by the CD absorption transparency induced by
heat from the vibrational relaxation of CN. The peak’s excitation frequency !1 is
2155 cm�1, representing the heat coming from the CN 0–1 transition relaxation. Its
detection frequency !3 is 2252 cm

�1, representing the signal coming from the CD stretch.
The Feynman diagrams describing the light/material interaction origin for this peak are
similar as R20 and R40 shown in Figure 2.13. It is also possible that peak 8 is from the mode
specific vibrational energy transfer from CN to CD. However, very little blue cross peak
10 at (!1¼ 2155 cm�1, !3¼ 2185 cm�1) observed means that the contribution to the
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CN0
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330 psPeak 6

(B)

10ps1ps
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Figure 3.4. (Colour online) (A) Waiting time dependent 2D IR spectra of a C6H5SeCN/Cl3CD (1/1
molar ratio) mixed liquid at room temperature. (B) Energy level diagram showing the origins of
Peaks 1, 2, 3, 4, and 6. The wavy curves demonstrate how energy flows from CD to CN to produce
the energy transfer peak 6. In 2D IR spectra, each contour represents 10% intensity increase except
the smallest two (5% and 1% of the maximum intensity, respectively. In the 1ps panel, the smallest
contour is 5%.). Reprinted with permission from [70]. Copyright 2010, American Institute of
Physics.
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overall intensity peak 8 of this possibility is very small. The contribution of energy
exchange among low frequency modes similar to that of the acetonitrile/benzonitrile
system in chapter 2 is also small, because no blue peaks underneath of peak 8 is observed.

Blue cross peak 6 is mainly from the mode specific vibrational energy transfer from CD
to CN. Its excitation frequency is the CD 0–1 transition frequency 2252 cm�1, indicating
that the energy is from the CD excitation. Its detection frequency is the CN 1–2 transition
frequency 2130 cm�1, indicating that the energy has transferred to the CN stretch 1st
excited state. Feynman diagrams describing the light/material interaction origin for this
peak are R60 and R70 shown in Figure 2.15. However, two other molecular processes can
also produce cross blue peaks at positions close to peak 6: intermolecular heat induced
absorption and vibrational relaxation induced combination band absorption [33,98,136].
Typically these two processes induce a relatively small frequency shifts from the cross red
peak. Blue peak 7 growing in from panel 20ps to 100ps in Figure 3.4(A) is from these
effects.

The red cross peak 5 has several origins: heat induced transparency, possible
vibrational relaxation induced ground state bleaching [98], and the mode specific
vibrational energy transfer from CD to CN. Heat induced transparency can be justified
by the temperature dependent FTIR spectra. The mode specific vibrational energy transfer
is confirmed by the appearance of the blue cross peak 6, because there must be a 0–1
transition Peak 5, corresponding to the 1–2 transition peak 6 induced by the energy
transfer. The vibrational relaxation inducing ground state bleaching is difficult to
experimentally justify since the vibrational lifetime of CN is longer than 300 s and the
diagonal CN peaks 3 and 4 don’t show clear frequency shifts with time. All these
contributions add up together making its amplitude bigger than any cross blue peak
underneath of it.

A small blue peak 9 grows in and then disappears just underneath of the CD 0–1
transition red peak in the 2D IR spectra. This peak is a typical intramolecular vibrational
relaxation induced combination band absorption, which has been observed in many
systems with pump/probe and 2D IR methods [33,98,99,126,136]. The origin of this peak
can be explained as the following: The excitation of CD stretch relaxes to other modes
which are strongly coupled to the CD stretch inside the molecule. While these modes are
excited through accepting the energy from the CD stretch, they form a new combination
band with the CD stretch 0–1 transition. Light at the combination band frequency (a little
lower than the CD 0–1 transition) is then absorbed by this new band. Feynman diagrams
describing the light/material interaction origin for this peak are depicted in the Figure 3.5.

From the above analysis, we know that only blue cross peak 6 is purely caused by the
vibrational energy transfer from CD to CN. Other cross peaks are from various
contributions. Therefore, the growth of peak 6 is used to analyse the CD to CN energy
transfer kinetics.

3.1.3. Kinetic analysis of energy transfer from CD to CN

According to the analysis above, the appearance and growth of the blue cross peak 6 in
Figure 3.4 confirms mode specific vibrational energy transfer from CD to CN. The energy
transfer efficiency is somehow unexpectedly low, only � 2%, indicating relatively slow
energy transfer kinetics from CD to CN.
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To quantitatively analyse the mode specific energy transfer kinetics, an appropriate

kinetic model is needed. Two issues need to be clarified before we introduce the model.

First, most molecules in C6H5SeCN/DCCl3 mixture are always H-bonded due to their big

formation energy DE ¼ �5:36 kcal=mol from DFT calculations. It means that there is

always one major H-bonded state in the system, and most of the vibrational energy

transfers occur when two molecules are H-bonded. Second, it can be estimated that the

molecules that are not H-bonded will dissociate and reform within a few ps [59], which is

much faster than the energy transfer studied here. Besides, the transition dipole moment of

the free CD is much smaller than the bonded one, which makes sure that the energy

transfer signal experimentally observed is mainly from the bonded species. Therefore, it is

reasonable to assume that the measured energy transfer rate is mainly from the bonded

species.
Based on these discussions, a simple model can be constructed, where CD and CN can

exchange vibrational energy, and they also decays with their own lifetimes and possible

H-bond dynamics. It can be illustrated in the following scheme,where kCD and kCN are the

vibrational lifetimes of CD and CN, respectively. kCD!CN and kCN!CD are the energy

exchange rate constants, of which the ratio kCN!CD

kCD!CN
¼ e�

2252�2155
200 ¼ 0:62 is determined by the

detailed balance principle. Two differential equations are obtained from Scheme 3.1:

d½CD�

dt
¼ �kCD!CN½CD� � kCD½CD� þ kCN!CD½CN� ð3:1Þ

Figure 3.5. Feynman diagrams showing the origins of vibrational relaxation induced blue peak 9.
The first interaction frequency !01 is the CD 0–1 transition frequency 2252 cm�1, and the emission
frequency !L�1þL is the CD combination band transition frequency 2241 cm�1. During the
population period, the excitation of CD stretch (11) transfers to other mode(s) LL strongly coupled
to it. The third interaction excites the CD 0–1 transition again while LL is (are) on the 1st excited
state. The 0–1 transition frequencies are different, depending on whether LL is (are) on the ground
state.

Scheme 3.1. Kinetic model of vibrational energy exchange between CD and CN.
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d½CN�

dt
¼ �kCN!CD½CD� � kCN½CN� þ kCD!CN½CD�: ð3:2Þ

In the two equations, for the energy transfer process of CD to CN, the time dependent
CD and CN populations [CD] and [CN] are provided by the normalised intensities of
the CD 1–2 transition peak 2, and the CD to CN energy transfer peak 6, respectively.
For the energy transfer process of CN to CD, [CN] is the normalised intensity of the
CN 1-2 transition peak 4, and [CD] is the normalised intensity of the CN to CD transfer
peak 10. The normalisation of peak 6 is obtained by dividing its intensity by the square
root of the intensity ratio (ICN=ICD ¼ 2:5) of the CN and CD diagonal peaks at the earliest
waiting time. The normalisation of peak 10 is to multiple the same constant. The
normalisation is to compensate for the difference between the transition dipole moments
of the CD stretch and the CN stretch. All the experimental data are rotation free
(Pk ðtÞ þ 2P?ðtÞ).

According to the model, there are four parameters kCD, kCN, kCD!CN and kCN!CD need
to be determined. kCD and kCN can be independently constrained in a small range by
experiments. Although the vibrational lifetimes of the CD and CN, i.e. kCD and kCN can’t
be predetermined in their pure liquids, because different solvents can change the lifetimes
substantially. However, they must be very close to their apparent lifetimes (the rotation-
free decay time constants of their 1–2 transition peaks in Figure 3.4 (A)), because the
vibrational energy involved in the mode specific vibrational exchange is only � 2% of the
initial excitation energy. Therefore, during the calculation, we used kCD ¼ 8:6 ps and
kCN ¼ 330 ps as initial input values and allowed them to vary at most 20%. Moreover,
from experimental data and theory by Kenkre et al. [116] or the detailed balance principle,
we also have the relationship: kba ¼ 0:62kab. With all these constraints, there is only one
unknown parameter in Equations (3.1) and (3.2). Calculations based on the equations and
experimental results yield 1=kCD!CN ¼ 320 ps.

The calculations fit experimental results reasonably well, but it obviously misses the
early intensity decay part of peak 4. This is because the apparent vibrational lifetime of CN
is not a rigorous signal exponential, but a bi-exponential with � 10% fast component of
� 12 ps and � 90% slow component of � 400 ps in the mixture. Therefore, we constructed
another kinetic model to analyze the data based on this CN bi-exponential lifetime.
The core of the new model is identical to Scheme 3.1. The only difference is that we
separate the C6H5SeCN into two subgroups. The weighing of each subgroup is determined
by the prefactors of the bi-exponential. Each subgroup has a single-exponential-decay
lifetime time. Each can exchange energy with CD, but the subgroups can’t exchange
energy with each other (this follows the assumed physical picture of biexponential: the sub-
components can be considered as independent species). Following this new model,
calculations fit experimental results much better, as shown in Figure 3.6 [70], with the
energy transfer rate: ka ¼ 1=8:6 ð ps�1Þ, kbfast ¼ 1=11:5 ðps�1Þ, kbslow ¼ 1=900 ð ps�1Þ,
kab ¼ 1=330 ðps�1Þ and kba ¼ 1=532 ðps�1Þ.

The results show that, despite the relatively strong interaction between the energy
donor (CD) and acceptor (CN), the energy transfer efficiency is very low, only � 2%, with
the energy transfer rate constant slower than 300 ps. The low efficiency is probably due to
the short vibrational lifetime of the donor (�9 ps) and the slow energy transfer rate
(�330 ps), and the slow transfer rate is partially caused by the big energy mismatch (2252–
2155¼ 97 cm�1) between the donor and acceptor.
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3.2. An analytical equation for the intermolecular vibrational energy transfer

For the C6H5SeCN/DCCl3 mixed solution [70], the coupling strength between the energy
donor CD and accepter CN was estimated to be 9.7 cm�1 from the exciton model to be
descried in the following, with an energy mismatch 97 cm�1, which results in a very slow
energy down-flow time constant, 330 ps. In another system, the KSeCN/D2O mixed
solution [96], the coupling strength between the donor, the OD stretch of D2O and a
combinational band of SeCN� which is on resonance with OD, and the acceptor, the CN
stretch of SeCN�, is 175 cm�1, and the donor/acceptor energy mismatch 560 cm�1. The
energy transfer time constant from the donor to the acceptor is fast, � 20 ps. Comparison
between these two systems shows a qualitative correlation: a stronger coupling produces a
faster energy transfer. The big energy mismatch seems to have no significant effect on
energy transfer rate. However, when the donor and acceptor are almost on resonance
(mismatch 530 cm�1), the energy transfer time constants can be fast, � 20� 40 ps, even
with a small coupling (probably 518 cm�1) [98,126]. These observations raise an
interesting question: how are the energy transfer rate, coupling strength and energy
mismatch correlated? In the following, we use an approximate equation derived from the
Landau–Teller formula [145–149] to address this issue.

3.2.1. Derivation of the energy transfer rate equation

The energy transfer rate from vibrational state i to state j can be described from the
Fermi’s golden rule as [96,146]

kij ¼ �ij

Z 1
�1

dt expði!ijtÞ
1

2
	ðtÞ, 	ð0Þþ

� �
, ð3:3Þ

where

�ij ¼
1

1þ exp �
�h!ij

kT

� � ð3:4Þ
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Figure 3.6. (Colour online) Intensities of Peaks 2, 4, 6, and 10 in figure 3.4(A) and calculations based
on the bi-exponential model. The CD to CN vibrational energy transfer time constant is 330 ps. The
up-pumping energy transfer from CN to CD is slower. Its time constant is 532 ps. The results are
within calculation uncertainties of the single exponential model calculations. Reprinted with
permission from [70]. Copyright 2010, American Institute of Physics.
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counts for the detailed balance. !ij is the energy difference between states i and j. 	ðtÞ is
the time dependent vibrational coupling between the two states as modulated by the bath.

h12	ðtÞ, 	ð0Þþi can be replaced with a classical correlation function [150]. If we assume this

correlation function to be a single exponential with a coupling correlation time constant �c,
and further assume that �c is the spectral diffusion time, because the spectral diffusion time

characterises the evolution of solvent configurations and the fluctuation of vibrational

coupling is largely caused by the molecular motions of the solvent, Equation (3.3) can be

rewritten as

kij ¼ �ij 	
2

� � ��1c

��2c þ !
2
ij

: ð3:5Þ

If we further assume that the fluctuation of vibrational coupling 	 is equal to the

average coupling strength 
� �

and 2
� �
¼ 
� �2

, Equation (3.5) becomes

kij ¼
1

1þ exp �
�h!ij

kT

� � � �2 ��1c

��2c þ !
2
ij

, ð3:6Þ

where ��2c is in energy unit to match that of !2
ij. For �c ¼ 2 ps, ��1c ¼ 16:7 cm�1.

For the resonant energy transfer condition (!ij ¼ 0), Equation (3.6) becomes

kij ¼
1

2

� �2��1c

��2c

, ð3:7Þ

which can also be directly derived from the 1st order perturbation [151]:

i Tðt, 0Þ
�� �� f� �

¼ �
i

�h

Z t

t0

i Vðt0Þ
�� �� f� �

e�i!ift
0

dt0, ð3:8Þ

where i and f denote the initial and final states, respectively, Tðt, 0Þ is the transition

operator. Vðt0Þ is the time dependent coupling. !if is the energy mismatch of the two states.

In our system for the resonant case, i ¼ f . Vðt0Þ is assumed to be a single exponential

decay:

Vðt0Þ ¼ V	 e�t
0=�: ð3:9Þ

From Equations (3.8) and (3.9), the resonant energy transfer rate equation can be

derived:

p ¼ i Tðt, 0Þ
�� �� f� ��� ��2¼ � i

�h

Z t

0

Vh ie�t
0=�dt0

����
����
2

¼
V2

�h2

�2

ð1� e�t=�Þ2 ¼
V2

E2
�

ð1� e�t=�Þ2, ð3:10Þ

where p is the probability of energy transfer, and E� is the energy corresponding to the

decay time constant �. The energy transfer rate constant is therefore

k ¼
dp

dt
¼

V

E�

� �2
dð1� e�t

0=�Þ
2

dt
ffi

V

E�

� �2
2

�
	 ðð1� e�t=�Þ 	 e�t=�Þmax

¼
V

E�

� �2
2

�
	

1

4
¼

1

2
	

V

E�

� �2

	
1

�
: ð3:11Þ
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Equation (3.11) is actually identical to that obtained from Equation (3.7) for the
resonant case. Therefore, Equation (3.6) should be in principle applicable to both resonant
and nonresonant energy transfers.

3.2.2. Experimental parameters for Equation (3.6)

It is worth noting that all parameters in the right part of Equation (3.6) are experimentally
accessible. Among the four parameters, temperature T and the donor/acceptor energy
mismatch !ij are precise. The determination of spectral diffusion times is straightforward
from the evolution of line shape of the diagonal peak in 2D IR spectra: from elongated
along the diagonal to round (or the slope is from 45� to 0�) with the increase of time
[34,53,152]. And the coupling strength can be estimated from the exciton model [153].

Let us take C6H5SeCN/DCCl3 system as an example. For the vibrational energy
transfer from the CD stretch 0–1 transition to the CN 0–1 transition process, the coupling
between the initial state and the final state CD�CN ¼ 1CD0CN Vj j0CD1CNh i ¼ 1CD Vj j1CNh i

can be experimentally determined assuming the transition dipole coupling mechanism,
based on 2D IR measurements and an excitation exchange model [153]. According to the
model [71,133,153], the coupling can be obtained [96] with the following equation

DCD=CN ¼
22CD�CNðDCD þ DCNÞ

ð!CD0�1 � !CN0�1Þð!CD0�1 � !CN0�1Þ
: ð3:12Þ

All parameters in Equation (3.12) are experimentally determined: anharmonicities
of the CD stretch DCD ¼ !CD1�2 � !CD0�1 ¼ 67 cm�1, the CN stretch DCN ¼ !CN1�2�

!CN0�1 ¼ 25 cm�1, and the CD/CN combination band shift DCD=CN ¼ !CN0�1�

!1CD�CD=CN ¼ 6 cm�1, and their 0–1 transition frequencies !CD0�1 ¼ 2252 cm�1, and
!CN0�1 ¼ 2155 cm�1. With these parameters, we obtained CD�CN ¼ 18 cm�1. Similarly,
the coupling between the donor (OD and the combination band) and the acceptor (CN) in
the KSeCN/D2O system is 

� �
¼ 200 cm�1.

As all parameters have been determined, energy transfer time constant can be
straightforward calculated from Equation (3.6). For the KSeCN/D2O system, T ¼ 296K,

� �
¼ 200cm�1, !ij ¼ 560cm�1, and �c ¼ 1:9 ps. The energy transfer time constant from

OD to CN is calculated to be 1=kOD!CN ¼ 16 ps. The value is very close to 20 ps, which is
experimentally determined. However, for the CDCl3/C6H5SeCN system, T ¼ 296K,

� �
¼ 18cm�1, !ij ¼ 97cm�1, and �c ¼ 1:9 ps. The calculated time constant is 90 ps, which is

far from the measured value 330 ps.
As discussed below, this deviation mainly arises from the big uncertainty in the

calculations of coupling constants. It can be seen from Equation (3.12), that the
determination of the coupling constant requires many experimental parameters and one
complicated model, which can introduce a huge uncertainty of the coupling constant.
In other words, Equation (3.12) comes from a perturbative limit: eigenvalues instead of
values of local modes are used to calculate the ‘‘coupling between two normal modes’’
[153]. Such assumptions will inevitably introduce some uncertainty into the final result.
The uncertainty is dependent on the coupling constant. In the CDCl3/C6H5SeCN system,
the calculated coupling constant is less than 1% of the individual mode frequency
(2155 cm�1 and 2252 cm�1). Such a small value can have a huge uncertainty because of the
assumptions.

International Reviews in Physical Chemistry 51

D
ow

nl
oa

de
d 

by
 [

Fo
nd

re
n 

L
ib

ra
ry

, R
ic

e 
U

ni
ve

rs
ity

 ]
 a

t 1
2:

18
 2

7 
N

ov
em

be
r 

20
12

 



Direct diagonalisation of the model Hamiltonian matrix can solve this problem. The

detail of the calculation procedure can be found in our previous work [96]. It can provide a
more precise coupling constant between the energy donor and acceptor in the local mode

basis. With the constraints of refined experimental data, it gives the coupling constants
OD=CN ¼ 175:5
 0:5 cm�1 and CD=CN ¼ 9:7
 0:2 cm�1 for the two systems studied. For

the D2O/SeCN� system, this value is only � 12% different from what is obtained from

Equation (3.12). However, for the CDCl3/C6H5SeCN system, the difference is more than
40%. With the refined coupling values, we thus obtain 1=kOD!CN ¼ 21 ps and

1=kCD!CN ¼ 309 ps from Equation (3.6), which are very close to experimental results.
In addition, it is also worth noting that the calculated time constants strongly depend

on what �c is in Equation (3.6). Experimentally we don’t have a precise way to define �c.
There are two main reasons for us to choose �c ¼ 1:9 ps: one is that it is the turning point

of the dynamic linewidth curve [96], the other one is that 1.9 ps is the dissociation time of a
H-bond with a dissociation enthalpy 0.3� 0.6 kcal/mol, which is close to the solvent

reorganisation energy (activation energy for spectral diffusion) [32,58,59]. On the
theoretical side, the assumptions we make in order to obtain Equation (3.6) can be

problematic. It is not clear how the spectral diffusion time is correlated to the vibrational

coupling correlation time, especially when the spectral diffusion time is slow (in viscous
liquids or solids). It is not clear either how the fluctuation of coupling strength is

correlated to the strength itself. The correlations can be system dependent. Therefore,
more experimental data are needed to further determine the relationship between the

energy transfer rate and the structural parameters.

3.3. The energy mismatch dependence of the vibrational energy transfer

As derived in the previous section, the intermolecular mode specific vibrational energy
transfers rate can be calculated by Equation (3.6). We have demonstrated that the

predictions from Equation (3.6) fit two previously investigated systems reasonably well.
However, there are four parameters in Equation (3.6). The dependence of kij on each

parameter has not been experimentally independently investigated. It is not clear whether

the consistency between the predictions and the experimental results of the two systems is
real or just coincident. In the following two sections, we use isotope-labeled KSCN

aqueous solutions as model systems to examine the donor/acceptor energy mismatch and
vibrational coupling strength dependences of the vibrational energy transfer rates between

the nitrile stretches of the isotope-labeled and unlabeled thiocyanate anions.
In mixed KSCN/KS13CN or KSCN/K13C15N aqueous solutions, vibrational energy

can exchange between the nitrile stretches of SCN� and S13CN� or between the nitrile
stretches of SCN� and S13C15N�. Anions labeled with different isotopes have different

nitrile stretch vibrational frequencies. For example, the CN stretch frequency of SCN� is
2064 cm�1, that of S13CN� is 2015 cm�1 (see Figure 3.7(A)), and that of S13C15N� is

1991 cm�1. The donor/acceptor energy mismatch dependent energy transfer experiments

can be achieved by measuring energy exchanges among these species with different
isotope-labeled anions. Because the isotope labeling doesn’t change the ionic interaction

strength, the vibrational coupling strength among the anions remains essentially the same
as that among the unlabeled anions.
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3.3.1. Nonresonant energy transfer results

2D IR spectra of KS13CN/KSCN and KS13C15N/KSCN (1/1 molar ratio) 10 M aqueous

solutions at different waiting times are shown in Figure 3.7(C) and (D), respectively [97].
The 2D IR spectra in Figure 3.7 are intuitive, and can be simply explained. At a very

short Tw, e.g., 0.2ps, negligible vibrational energy exchange has occurred, so only diagonal

peak pairs appear in the 2D spectra. The red peaks are the 0–1 transitions of the CN, 13CN

or 13C15N stretch, and the blue peaks are the corresponding 1–2 transitions. After a long

waiting period, e.g., Tw¼ 50 ps, additional peak pairs appear on the off-diagonal positions.

These peaks arise from the vibrational energy exchange between S13CN� (or S13C15N�) and

SCN�. Each diagonal peak pair and its corresponding cross peak pair along the y-axis form
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Figure 3.7. (Colour online) (A) FTIR spectra of 1/1 KS13CN/KSCN aqueous solution (10M). (B)
Time dependent intensities of energy transfer peaks between S13CN� and SCN�. Square solid dots
are from the flowing-down peaks (SCN� to S13CN�), and the circle open dots are from the
pumping-up peaks (S13CN� to SCN�). Lines are calculations from the kinetic model. 2D IR spectra
of (C) KS13CN/KSCN and (D) KS13C15N/KSCN 10 M aqueous solutions at different waiting times.
Reprinted with permission from [97]. Copyright 2011 American Chemical Society.

International Reviews in Physical Chemistry 53

D
ow

nl
oa

de
d 

by
 [

Fo
nd

re
n 

L
ib

ra
ry

, R
ic

e 
U

ni
ve

rs
ity

 ]
 a

t 1
2:

18
 2

7 
N

ov
em

be
r 

20
12

 



an energy donor (diagonal)/acceptor (cross) pair. The relative cross/diagonal peak ratio
indicates how fast the vibrational energy transfers from the donor to the acceptor. By
comparing Figure 3.7(C) and (D), we can see that the cross peaks of SCN�/S13C15N�

(energy mismatch � 73 cm�1) are obviously smaller than those of the SCN�/S13CN�with a
smaller mismatch � 49 cm�1 at the same waiting time. This simple inspection qualitatively
reveals that a system with a bigger energy mismatch has a slower energy transfer rate.

The quantitative analysis of the energy transfer rates of the systems is more
complicated than that for the two systems introduced above. It is based on a location-
energy-exchange model [90]. In this model, some of the thiocyanate anions (S13CN� or
S13C15N� or SCN�) tend to form clusters in the aqueous solution, and the rest anions are
separated by water molecules. These two types of anions (not frequency resolvable) are
under dynamic equilibrium, i.e., they can exchange locations with each other. The
clustered anions can exchange vibration energy with each other because of their close
distance, while the separated anion can’t transfer vibrational energy to other anions
because they are separated by water molecules. The vibrational excitation of each species
decays with its own vibrational relaxation rate constant. The details of the model will be
elaborated in the next chapter. One point needs to be emphasized here: the assumption of
ion clustering is the natural result of the inhomogeneous distribution of solute in a room
temperature solution. At room temperature, because of the thermal fluctuation, some ions
are always closer to each other while others are well separated in a liquid solution. These
closer ions can be considered as clustered in the model. Therefore, it is not necessary that
this model can only be applied to or depends on ion clustering.

According to the model, a series of differential equations similar to Equations (3.1) and
(3.2) can be derived. Details are in chapter 4. By numerically solving these equations and
comparing with the experimental results, the energy transfer rate constants, the
equilibrium constant between the clustered and separated anions and the location
exchange rate constants can be obtained. For the 1/1 KSCN/KS13CN solution, the energy
transfer time constant from SCN� to S13CN� is 46
 7 ps, and the up-pumping time
constant from S13CN� to SCN� is 60
 8 ps. As shown in Figure 3.7(B), the quantitative
kinetic analysis of the KSCN/KS13CN solution based on this location-energy-exchange
model describes the experimental data very well. Using the same procedure, for the 1/1
KS13C15N/KSCN solution, the energy transfer time constant from SCN� to S13C15N� is
115
 10 ps, and the S13C15N� to SCN� up-pumping time constant is 164
 15 ps. The
energy mismatch of nitrile stretch between KS13C15N and KSCN is 73 cm�1, bigger than
the 49 cm�1 between KS13CN and KSCN, and hence slows down the energy transfer for
more than two times. The two experiments also directly prove the detailed balance
principle:

kup-pumping

kdown-flowing
¼ e�

�h!ij
RT . For the KSCN/KS13CN solution,

kup-pumping

kdown-flowing
¼ 46

60 ¼ 0:77, and
kup-pumping

kdown-flowing
¼ 115

164 ¼ 0:70 for the KSCN/KS13C15N solution. These ratios can also be

straightforwardly observed from the ratio of the cross peak maxima in Figure 3.7B.
Both ratios are perfectly consistent with the detailed balance results based on their energy
mismatches !SCN�S13CN ¼ 49 cm�1 and !SCN�S13C15N ¼ 73 cm�1.

3.3.2. Resonant energy transfer results

As shown in chapter 2, the anisotropy decays of the pump/probe or 2D IR signal can be
induced by intermolecular resonant vibrational energy transfers. Therefore, the rate of
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resonant energy transfer among S13C15N� anions can be obtained by measuring the rate of
anisotropy decay induced by energy transfer. However, it needs to note that the anisotropy
decay can also be induced by the molecular reorientations, which should be removed from
the overall anisotropy decay curves.

In experiments, the contributions from molecular reorientation and vibrational energy
transfers can be clearly distinguished by changing the resonant energy transfer rate
through adjusting the number of resonant energy acceptors. In measuring the resonant
energy transfer rate among the S13C15N anions in the 10M aqueous solutions, we used
different amounts of SCN� to replace S13C15N� in the solutions with the same overall salt
concentration to adjust the number of resonant energy acceptors for the donor S13C15N�.
The resonance energy transfer time constant among S13C15N� can then be obtained from
such energy-acceptor-number dependent energy-transfer-induced anisotropy decay mea-
surements [90,106]. Figure 3.8 displays the anisotropy decay of the pump/probe signal of
S13C15N� as a function of delay time in the 10 M aqueous solutions with pure KS13C15N
and mixtures of KS13C15N/KSCN with different isotope ratios [97]. The anisotropy decay
of the S13C15N� signal obviously becomes faster with the increase of the KS13C15N molar
fraction, indicating the resonant energy transfers among the S13C15N� anions contribute
significantly to the overall anisotropy decay of the S13C15N� signal, especially in the
solutions with high KS13C15N molar fractions. The resonant energy transfer time constant
can be obtained straightforward. In the solution with 1% KS13C15N, the anisotropy decay
of the S13C15N� signal is mostly caused by the molecular rotation because S13C15N�

anions are too far away to effectively exchange energy. Therefore, the anisotropy decay
time constant �or ¼ 10
 1 ps of the solution with 1% KS13C15N can be considered as the
molecular rotational time constant of S13C15N� in all the 10M solutions, ignoring the very
small influence caused by the mass differences among the C and N isotopes. In the solution
with 100% KS13C15N, the anisotropy decay is from both molecular rotations and resonant
energy transfers, with a time constant t ¼ 2:4 ps. Thus the resonant energy transfer time
constant � can be obtained as 3 ps from the correlation 1=� ¼ 1=t� 1=�or.
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Figure 3.8. (Colour online) The anisotropy decay data (dots) of the 13C15N stretch pump/probe
signal of S13C15N� in 10M aqueous solutions with different KS13C15N/KSCN molar ratios. Dots are
data. Lines are calculations from Equation (3.13). Reprinted with permission from [97]. Copyright
2011 American Chemical Society.
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To more rigorously analyse the resonant energy transfer kinetics, an ion clustering
based model is also needed. As a result, the concentration dependent anisotropy decay
data shown in Figure 3.8 can be globally fitted by the following equation [90]:

RðtÞ

Rð0Þ
¼

1

ntot 	 c	 e�
t
�or

ntot c	 e�
t
� þ 1� c

� �ntot�1
c	 e�

t
� � c	 e�

t
� þ 1� c

� �ntot
þ1

� 
:

ð3:13Þ

where �or is the rotational time constant of S13C15N�, c is the percentage of S13C15N� (the
energy carrier) among the isotopes, and ntot is the number of anions (both S13C15N� and
SCN�) in an energy transfer unit (a big cluster can have more than one energy transfer
units). � is the resonant one-donor-to-one-acceptor energy transfer time constant.

In our experiment, �or ¼ 10
 1:0 ps is experimentally determined from the anisotropy
measurement of the 1% KS13C15N 10M solution. c is the known experimental condition
parameter. Calculations based on Equation (3.13) with two adjustable parameters (� and
ntot) simultaneously fit the five experimental sets of experimental anisotropy decay data
very well. The analysis on the results in Figure 3.8 yields � ¼ 54
 8 ps, and ntot ¼ 18
 3.
This gives the total resonant energy transfer time constant among the S13C15N� anions in
the 100% KS13C15N 10M solution to be 3 ps (54/18 ps).

3.3.3. Comparison between experimental and predicted values

The experimentally determined energy mismatch values and resonant and nonresonant
(down-flowing) energy transfer time constants are listed in Table 3.1 [97]. The predicted
energy transfer time constants based on Equation (3.6) with 

� �
¼ 13:6 cm�1 and

�c ¼ 2:1 ps are also listed. The value of 
� �

is experimentally determined, while
�c ¼ 2:1 ps is a semi-empirical parameters, both of which have been discussed in the
previous section.

For the two nonresonant cases, the predictions fit experimental results very well.
However, the prediction (5.7 ps) for the resonant case is about 100% slower than what
(3 ps) is experimentally observed. As discussed below, this deviation mainly arises from the
different donor/acceptor ratio between the nonresonant and resonant energy transfer
systems.

In the nonresonant energy transfer experiments, SCN� and its isotope labeled
S13C15N� (or S13CN�) are mixed with equal amounts, which means that half of the anions
in an energy transfer unit are the nonresonant energy acceptors for one donor. However,

Table 3.1. Experimental and calculated energy mismatch dependence. The calculation is based on
Equation (3.6) with �c ¼ 2:1 ps and 

� �
¼ 13:6 cm�1.The nonresonant energy transfer time constants

are for the down-flowing process. Reprinted with permission from [97]. Copyright 2011 American
Chemical Society.

SCN� ! S13C15N� SCN� ! S13CN� S13C15N� ! S13C15N�

Energy mismatch (cm�1) 73:0 49:0 0:0
Experimental 1=k ðpsÞ 115
 10 46
 7 3
 0:3 ðunnormalised Þ
Calculated 1=k ðpsÞ 108 54 6
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in the resonant energy transfer experiment, all anions are the same species (S13C15N�).
For any energy transfer donor, all anions except this donor in the energy transfer unit are
resonant energy acceptors. Therefore, the number of resonant energy acceptors for this
donor is ntot � 1, nearly two times of that in the nonresonant case ntot=2. Since the coupling
constant for both resonant and nonresonant calculations we used here is exclusively from
the nonresonant energy transfer experiments, the prediction for the resonant energy
transfer must therefore be about 100% slower than what is measured due to this acceptor
number difference.

With the acceptor number normalised to the same number of energy acceptors in the
calculation, based on the result of ntot ¼ 18, the experimental resonant energy time
constant can be recalculated as 5:7
 0:6ps, which is now consistent with the prediction
from Equation (3.6).

3.4. The coupling strength dependence of energy transfer rates

The analysis on the resonant energy transfer results gives us a hint, by changing the donor/
acceptor population ratio, we should be able to change the overall vibrational coupling
strength between one donor and its acceptors without changing the energy mismatch.
Therefore, we further design a series of experiments to examine the correlation between the
coupling strength and the energy transfer rate.

3.4.1. The donor/acceptor number ratio dependence

FTIR, 2D IR spectra and waiting time dependent CN/13C15N vibrational energy exchange
up-pumping and down-flowing cross peak intensities of 10M aqueous solutions with
different KSCN/KS13C15N ratios are shown in Figure 3.9 [97]. It can be clearly seen that
the energy transfer rate changes obviously with the change of the donor/acceptor number
ratio. In other words, the up-pumping/down-flowing ratio of nonresonant energy transfers
with donor/acceptor number ratios other than 1/1 is not the Boltzmann factor,
expð��h!ij=kTÞ. Instead, the rate ratio will be the product of the Boltzmann factor times
the donor/acceptor number ratio:

kjiðup-pumpingÞ

kij ðdown-flowingÞ
¼ e�

�h!ij
RT 	

ni
nj

ð3:14Þ

It can be directly confirmed by the 2D IR experimental results. In the KSCN/
KS13C15N 77/23 sample, more energy acceptors are available for the up-pumping process
than the down-flowing process. Therefore, based on Equation (3.14), the up-pumping rate
must be 2:3 times of the down-flowing rate in this sample. As shown in Figure 3.9(A),
energy up-pumping from KS13C15N to KSCN is obviously faster than the down-flowing
process. Quantitative analysis with the previously used location-energy-exchange model
gives the result kup-pumping=kdown-flowing ¼ 2:3, same as predicted by Equation (3.14).
Likewise, in the KSCN/KS13C15N 25/75 sample (Figure 3.9(C)), the down-flowing rate is
much faster than the up-pumping rate, with the rate ratio 4.3. Only in the KSCN/
KS13C15N 50/50 sample (Figure 3.9(B)), the rate ratio is determined by the Boltzmann
factor kup-pumping=kdown-flowing ¼ 0:7. All the experimental energy transfer time constants are
listed in Table 3.2.
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3.4.2. The coupling strength dependence

The nonresonant energy transfer experiments with different donor/acceptor number ratios
provide an opportunity for us to examine the coupling strength dependent energy transfer
rates without changing the donor/acceptor energy mismatch. In a sample where the donor/
acceptor ratio is not 1/1, the effective coupling strength for the down-flowing process is
different from that for the up-pumping process because the energy acceptor numbers for
these two processes are different. Provided that the acceptors are identical, the total
coupling strength 1!n

� �
from one donor to n acceptors is

ffiffiffi
n
p

times 1!1

� �
from one donor

to one acceptor [97]:

1!n

� �
¼

ffiffiffi
n
p

1!1

� �
: ð3:15Þ

The correlation between the donor/acceptor number ratios and the coupling strength is
consistent with experimental data. For example, in the KSCN/KS13C15N 77/23 sample,
the coupling strength up-pumping

� �
of the up-pumping from S13C15N� to SCN� is for one

donor to 77%ntot acceptors, and the down-flowing coupling strength down-flowing
� �

is for
one donor to 23%ntot acceptors. According to Equation (3.15),
up-pumping

� �
= down-flowing
� �

¼
ffiffiffiffiffiffiffiffiffiffiffiffi
77=23
p

¼ 1:8, which is consistent with the experimental results
up-pumping

� �
= down-flowing
� �

¼ 1:7. Based on this coupling ratio and Equation (3.6),
kup-pumping=kdown-flowing ¼ e�73=205 	 1:82 ¼ 2:3, which again agree well with the experimen-
tal results kup-pumping=kdown-flowing ¼ ð1=94Þ=ð1=210Þ ¼ 2:3. For other samples with different
donor/acceptor population ratios, similar results are obtained. Experimental and predicted
coupling strength and energy transfer time constants are listed in Table 3.2 [97]. And the
experimental coupling strength and energy mismatch dependences and calculations based
on Equation (3.6) are plotted in Figure 3.10.

As shown in Figure 3.10 [97], calculations based on Equation (3.6) are consistent with
experimental results. However, the uncertainty of the experimentally measured individual
coupling strength is relatively big, resulting in a very big uncertainty in the calculated
energy transfer rate constants. The big experimental uncertainty mainly comes from two
factors: (1) the anharmonicities of vibrational coupling peaks are only a few wavenumbers,
while the resolution of the spectrometer is 1� 2 cm�1; (2) the bandwidth of the coupling

Table 3.2. Calculated and experimental energy transfer (down-flowing and up pumping) time
constants and coupling strengths for the mixed KS13C15N/KSCN aqueous solution with different
isotope ratios. Reprinted with permission from [97]. Copyright 2011 American Chemical Society.

KS13C15N:KSCN 23:77 34:66 50:50 67:33 75:25

Experimental 
� �

down
(cm�1) 9.8
 4.0 11.9
 4.0 13.6
 3.0 16.2
 4.0 18.4
 5.0

Experimental 
� �

up
(cm�1) 17.3
 4.0 14.9
 3.0 13.6
 3.0 11.9
 4.0 9.8
 4.0

Experimental 1=kdownð psÞ 210
 30 143
 15 115
 10 68
 10 56
 8

Experimental 1=kupð psÞ 94
 10 113
 15 164
 15 219
 20 267
 30

Calculated 
� �

down
(cm�1) 9.7
 0.7 11.8
 0.6 13.1
 0.6 17.1
 1.4 18.8
 1.4

Calculated 
� �

up
(cm�1) 17.4
 0.8 15.9
 0.9 13.2
 0.5 11.4
 0.5 10.4
 0.5

Calculated 1=kdown ðpsÞ 208
 80 141
 80 108
 50 76
 40 59
 30

Calculated 1=kup ðpsÞ 95
 60 128
 70 154
 50 201
 90 296
 140
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red and blue peaks is � 30 cm�1, while their frequency difference is only a few
wavenumbers, resulting in a severe spectral overlap. Experimentally, the energy transfer
rates can be much more precisely determined. Therefore, in principle, Equation (3.6)
provides a better way for obtaining vibrational coupling strength with known energy
transfer rates than the direct measurement with 2D IR methods. In this series of
experiments, the determination of individual coupling strength through the 2D IR method
has a relatively big uncertainty. However, the relative difference among the coupling
strengths of samples with different donor/acceptor population ratios has a very small
uncertainty. Therefore, the big uncertainty of the individual determination can possibly
significantly affect the slopes of the straight lines in Figure 3.10(A) and (B). Its effect on
the linearity of the lines is relatively slight.

In conclusion, coupling strength and energy mismatch dependent experiments show
that the intermolecular vibrational energy transfer rate can be quantitatively described
with an analytical Equation (3.6) derived from the Fermi golden rule. This equation
mathematically connects energy transfer kinetics with the average vibrational coupling
strength and other structural parameters, and therefore provides an important way to
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Figure 3.10. (A) Correlation between 
� �

and
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kflowing�down

p
; (B) Correlation between 

� �
andffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kup-pumping

p
; (C) The coupling strength dependence of the down-flowing energy transfer time

constants of the KS13C15N/KSCN 10 M solutions with a constant energy mismatch 73 cm�1.
(D) The energy mismatch dependence of the down-flowing energy transfer time constants with a
constant average coupling strength 13.6 cm�1. Dots are data, and lines are calculations using
Equation (3.6) with �c ¼ 2:1 ps. Reprinted with permission from [97]. Copyright 2011 American
Chemical Society.
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determine the coupling strength between two coupled oscillators through measuring the
vibrational energy transfer kinetics. Coupled with the dipole/dipole interaction Equation
(2.57) and (3.6) connects vibrational energy transfer kinetics with the energy donor/
acceptor distance, forming the basis for determining molecular distances through
measuring vibrational energy transfers. However, there are still many questions needs to
be resolved before this ultimate goal can be achieved. For example, some other
interactions rather than the dipole-dipole interaction, e.g. mechanical couplings or high
order interactions can also play roles on the intermolecular vibrational energy transfer.
These interactions have different expressions for the coupling strength. How one
interaction can be experimentally distinguished from another is still an open question.

In principle, the mode-specific vibrational energy exchange method can be used to
study many transient (51ns) short range (51 nm) molecular interactions. It may or may
not need isotope labeling, which in general does not perturb the molecular interactions. In
chapter 4, some applications of vibrational energy transfers in determining molecular
distances are introduced.

4. Ion clustering in aqueous solution

We have shown that intermolecular vibrational energy transfer kinetics can be quanti-
tatively correlated to intermolecular distances. In this chapter, we will introduce the
applications of vibrational energy transfers in studies of ion clustering, ion/ion
interactions, and ion/molecule interactions in liquids.

4.1. Ion clustering in aqueous solutions probed with vibrational energy transfer

A majority of chemical and biological processes of the natural world proceed in electrolyte
aqueous solutions. The properties of ions in water are relevant to a wide range of systems,
including electrochemistry, biological environments and atmospheric aerosols.
Tremendous scientific efforts have been devoted to unravel the hydration structures of
ions in water [52,66,115,154–161] for more than 100 years. For very dilute solutions, the
structures and dynamics of the aqueous electrolyte solutions can be well described by the
Debye-Huckel theory [157,162]. However, this theory begins to fail when solutions go to
higher concentrations at which many practical situations are, e.g. batteries, fuel cells, salt
crystallisations, and the formations of natural mineral compounds.

The formation of ion pairs containing two ions of opposite charge has been proposed
to be primarily responsible for this failure [155,156]. Calculations from molecular
dynamics (MD) simulations suggested that, clusters with more than one ions of the same
charge which are traditionally viewed as unlikely, could be a major factor contributing to
the non-ideality of solutions at medium or high concentrations [163,164]. If the MD
simulation results are general, in concentrated KSCN/KS13C15N mixed aqueous solutions
the probability of forming contact clusters of the general formula Kn(SCN)m(S

13C15N)p
would be statistically very high [165,166]. The thiocyanate anions can be considered as
‘‘ligands’’ to the cation Kþ in these clusters. Therefore, the anions that held in close
proximity can exchange vibrational energy through their overlapped orbitals or via dipole-
dipole interactions as that observed for metal carbonyl compounds [48], which was already
shown in Section 3.3.
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By monitoring intermolecular mode-specific resonant and nonresonant vibrational
energy transfers [70,96,106,107] among the thiocyanate anions, we were able to directly
probe ion clustering in a series of 1:1 strong electrolyte (LiSCN, NaSCN, KSCN and
CsSCN) aqueous solutions. These results shows, in an apparent ‘‘homogeneous’’ SCN�

aqueous solution, both clustered and water-solvated anions simultaneously exist, as
illustrated in Figure 4.1 (A) [90].

4.1.1. Vibrational energy exchange in a cluster

The FTIR spectrum of a 1/1 KSCN/KS13C15N mixed aqueous (D2O) solution with a
salt/water molar ratio 1/2.4 (10 M) is shown in Figure 4.1(B). The isotope labeling shifts
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Figure 4.1. (Colour online) (A) A snapshot of a 1.8M KSCN aqueous solution from a molecular
dynamics simulation. O (red), H (white), C (light blue), N (deep blue), K (green) and S (yellow). An
ion cluster is visible at the center of the picture. Some water molecules are removed from the original
file to better display the cluster structure. (B) FTIR absorption spectra and (C) time dependence of
the 2D IR spectra of the 10M 1:1 KSCN/KS13C15N aqueous solution [90].
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the CN stretch frequency from 2064 cm�1 (SCN�) down to 1991 cm�1 (S13C15N�).

The frequency difference allows the vibrational energy transfers between SCN�

and S13C15N� to be directly observed by the energy exchange method introduced in

chapter 3.
The time dependent 2D IR spectra of the mixed solution are shown in Figure 4.1(C),

which we have already discussed in Section 3.3. In short, the growths of the two cross peak
pairs (Peaks 5� 8) in the 50-ps panel indicate that the vibrational energy has exchanged

between the CN and 13C15N stretches of SCN� and S13C15N�. As discussed before, in
contrast to the chemical exchange 2D IR methods [3,14,34,59,142], the cross peak

intensities in the energy exchange method are not equal. According to Equation (3.14), the

ratio of their growth rates in the 1:1 mixture is determined by the detailed balance
principle. The energy mismatch between the CN and 13C15N stretches is

2064� 1991 ¼ 73 cm�1, resulting in that the energy up-pumping rate constant from

S13C15N� to SCN� is � 70% of the down-flowing rate constant from SCN� to S13C15N�.
As a result, Peaks 5 and 6 are always bigger than Peaks 7 and 8 at the same time delay. At

100ps, the diagonal and cross peaks have about the same intensity, indicating the energy

exchange times should be at the order of 100 ps.
The observation of vibrational energy exchange between S13C15N� and SCN� in the

aqueous solution is very surprising and unexpected. As introduced in chapter 3, in the

C6H5SeCN/CDCl4 system, the energy transfer between the donor and the acceptor is very
slow, only � 330 ps. In the KSCN/KS13C15N mixed aqueous solution, intuitively, the two

anions were expected to repel each other because of the same charge they have and be

surrounded by water molecules. They should not be able to transfer energy three times
faster than the C6H5SeCN/CDCl4 system where a strong H-bond is formed between the

energy donor and acceptor with a similar energy mismatch, 97 cm�1, unless there are some
special interactions among the anions keeping them close to each other. According to the

dipole/dipole interaction Equation (2.57) and the vibrational energy transfer Equation

(3.6), the energy transfer rate is dependent on many factors, e.g. the energy mismatch,
environment, the transition dipole moments of the donor and acceptor, the donor/

acceptor distance, the local refractive index, and the donor/acceptor transition dipole

moment cross angle. Among these factors, the donor/acceptor is the most sensitive one,
because the energy transfer rate constant is inversely proportional to the sixth power of the

distance for the dipole/dipole interaction. The background led us to rethink about the

structures in the aqueous solutions, and we predicted that it was quite conceivable that two
anions can be held close to each other by a same cation. Such an ion clustering effect

should be the primary reason for the observed relatively fast SCN� to S13C15N� energy
transfers. This conclusion was further confirm by measuring the 2DIR spectra of 1:1

C2H5SCN and C2H5S
13C15N mixed liquid, which has similar average molecular distance

and energy mismatch to those of the 10 M KSCN/KS13C15N mixed solution, but no
energy exchange cross peaks was observed in the 2DIR spectra [90]. Many control

experiments, e.g. concentration dependent experiments, mixed salts experiments, mea-

surements on mixed isotope labeled potassium thiocyanate crystals, and measurements on
samples in different solvents, some of which will be introduced in the following, were

conducted to examine the ion clustering hypothesis. From these experiments, we finally

concluded that most of the anions in the saturated KSCN/KS13C15N mixed aqueous
solution have direct contact with each other.
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4.1.2. Location-energy-exchange kinetic model

As discussed above, a microscopic picture in the high concentrated KSCN/KS13C15N
mixed solution can be depicted: some anions are clustered and can transfer energy
efficiently, and other anions are well separated from each other and less able to exchange
energy with other anions. These two types of anions are not frequency resolvable. Since the
anions that are clustered can exchange energy more efficiently than those are well
separated from each other, the off-diagonal peaks in the 2DIR spectra are mainly from the
clustered anions. The diagonal peaks are contributed from both separated and clustered

anions. Therefore, not only the energy exchange rates but also the ratio of these two
anions can be derived by analyzing the time evolutions of both diagonal and off-diagonal
peaks simultaneously.

A location-energy-exchange kinetic model was created based on the ion clustering
picture to analyze the data. In the aqueous solution, some S13C15N� and SCN� form
clusters (denoted as S13C15N�clu and SCN�clu), and the rest of the anions are separated from
each other (denoted as S13C15N�iso and SCN�iso). These two types of anions are in dynamic
equilibrium: they can exchange locations with rate constants kclu!iso and kiso!clu, the ratio
of which is determined by the detailed balance principle: D ¼ kS13C15N�!SCN�=
kSCN�!S13C15N� ¼ 0:7 at the experimental temperature T ¼ 295K. The clustered
S13C15N�clu and SCN�clu anions can exchange vibrational energy with rate constants
kS13C15N� !SCN� and kSCN� !S13C15N� . The isolated anions cannot transfer vibrational
energy with other isolated anions or with the clustered anions, as the energy transfer rate
between the isolated anions must be much smaller than the energy transfer rate inside the
clusters. The vibrational excitations of S13C15N� and SCN� decay with their own
vibrational relaxation rate constants kS13C15N� and kSCN� . In experiments, we can manage
to obtain rotation-free data to eliminate any rotational component. The model is described

in the following scheme,
According to Scheme 4.1, four differential equations can be derived to describe the

energy transfer behavior among four sorts of anions:

d S13C15N� �clu ðtÞ
� 	

dt
¼ �ðkS13C15N� þ kclu!iso þ kS13C15N� !SCN�Þ S

13C15N� �clu ðtÞ
� 	

þ kiso!clu S13C15N� �iso ðtÞ
� 	

þ kSCN� !S13C15N� SCN� �clu ðtÞ½ �

ð4:1Þ

d S13C15N� �iso ðtÞ
� 	

dt
¼ �ðkS13C15N� þ kiso!cluÞ S

13C15N� �iso ðtÞ
� 	

þ kclu!iso S13C15N� �clu ðtÞ
� 	

ð4:2Þ

Scheme 4.1. Location-energy-exchange kinetic model.
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d SCN� �clu ðtÞ½ �

dt
¼ �ðkSCN� þ kclu!iso þ kSCN�!S

13C15N�Þ SCN� �clu ðtÞ½ �

þ kiso!clu SCN
� �iso ðtÞ½ � þ kS13C15N� !SCN� S13C15N� �clu ðtÞ

� 	
ð4:3Þ

d SCN� �iso ðtÞ½ �

dt
¼ �ðkSCN� þ kiso!cluÞ SCN

� �iso ðtÞ½ � þ kclu!iso SCN
� �clu ðtÞ½ �, ð4:4Þ

where * represents vibrational excitation. The equations are numerically solved with

initial conditions ½S13C15N� �clu ð0Þ� ¼ K=ðKþ 1Þ, ½S13C15N� �iso ð0Þ� ¼ 1=ðKþ 1Þ,

½SCN� �clu ð0Þ� ¼ ½SCN
� �iso ð0Þ� ¼ 0 if S13C15N� is initially excited. ½S13C15N� �clu ðtÞ� þ

½S13C15N� �iso ðtÞ� (Peak 3) and ½SCN� �clu ðtÞ� þ ½SCN
� �iso ðtÞ� (Peak 7) are experimen-

tally determined. Similar expressions are applied if SCN� is initially excited. Comparing

the calculations using Equations (4.1)� (4.4) with experimental results, we obtain the

energy transfer rate constants, the equilibrium constant and the location exchange rate

constants.
The vibrational decays of the nitrile stretches are experimentally observed to be bi-

exponential. Vibrational bi-exponential decays are frequently observed for modes in the

range of 2000� 2300 cm�1 [33,70,81,96]. It has been attributed to the fast vibrational

equilibrium between a bright mode and some coupled dark modes [33]. Here, we adopt the

method we developed for bi-exponential decays to analyse the kinetics [33,70,96], which we

have introduced when deriving the energy transfer rate in the system of C6H5SeCN/DCCl3
mixture.

The vibrational decay rate constants are experimentally determined. In calculations,

they are allowed to vary by 10%. The exchange rate constants and the equilibrium

constant are not known beforehand. Because the ratio of the location exchange rate

constants is the equilibrium constant and the ratio of the energy transfer rate constants is

determined by the detailed balance principle, there are only three unknown parameters in

the calculations. With these constraints, calculations give 1=kSCN� !S13C15N�¼ 115
 15 ps,

the equilibrium constant K is 19
 3, which corresponds to 95
 1% of anions in clusters,

and the clustered and isolated anions exchange time constant 1=kclu!iso ¼ 12
 7 ps. In this

model, we assumed that the clustered and separated anions have the same vibrational

lifetimes, which is different from the experimental fact. By using different vibrational

lifetimes experimentally determined for the two species, calculations give the same energy

transfer time constant, but a slight different ion cluster ratio which is 97
 1% [90].

Calculations with the three parameters simultaneously fit the four experimental curves

very well, shown in Figure 4.2 [90].

4.1.3. Properties of ion clusters

We have used polarisation selective 2D IR method to study the resonant energy transfer in

Section 3.3. An equation to analyze the concentration dependent anisotropy decay data

was employed to reveal the resonant energy transfer time constant:

RðtÞ

Rð0Þ
¼

1

ntot 	 c	 e�
t
�or

ntot c	 e�
�
t þ 1� c

� �ntot�1
c	 e�

t
� � c	 e�

t
� þ 1� c

� �ntot
þ1

h i
: ð3:13Þ
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The derivation of Equation (3.13) was based on the fact that the anisotropy is directly
proportional to the time dependent number of excited donor molecules (see Section
2.4.2.2). Therefore, the concentration dependent anisotropy decay can be derived by
solving the rate equation of the molecules within an average sized cluster. The details was
provided in the supporting materials of our previous article [90]. There is also a revised
version to improve this model, which can count the signal from each individual cluster to
analyze the anisotropy data [97]. The results from these two models differ for only a few
percent.

This equation can also be used to estimate the average cluster size in the concentrated
KSCN aqueous solution. In Equation (3.13), only two parameters (ntot is the number of
anions in an energy transfer unit inside a cluster. It approaches to number of anions within
a cluster in smaller clusters. � is the resonant one-donor-to-one-acceptor energy transfer
time constant) are experimentally unknown. Calculations with the two adjustable
parameters simultaneously fit the experimental results of six different isotope ratios very
well (Figure 4.3 [90]). The calculations show that � ¼ 54
 8 ps and ntot ¼ 18
 3. Note, as
we have tried, the standard Forster approach without assuming ion clustering [106]
couldn’t describe the experimental data well.

The concentration dependence property of the ion clusters was also studied. According
to the thermodynamic principle [167], diluting the KSCN concentrated solution with water
shifts the dissolution equilibrium to fewer clusters. This can be revealed by simple
inspection of the growth of cross peaks in 2D IR spectra of solutions with different salt
concentrations in Figure 4.4 [90]. At higher concentrations, the intensities of cross peaks
are higher at the same Tws. As described above, the growth of cross peaks is from the
energy exchange of clustered anions, while the diagonal peak pairs are from both clustered
and separated anions. The cross/diagonal peak ratio represents not only how fast the
energy exchange is, but also how many of the anions form clusters. A higher cross/
diagonal peak ratio indicates a faster energy transfer and/or more clusters.

Quantitative analyses based on the above model indicate fewer and smaller clusters
formed in a lower concentration, as shown in Table 4.1 [90]. The fraction of anions in
clusters is unexpectedly large in all studied concentrations. In highly concentrated
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Figure 4.2. (Colour online) Peak intensity data (dots) and fits to the data (lines) of the time
dependent 2D IR spectra shown in figure 4.1 [90].
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Figure 4.4. (Colour online) The concentration dependences of the 2D IR spectrum of 1:1 KSCN/
KS13C15N aqueous solutions at different Tws [90].
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solutions (10 and 8.8M) almost all anions are in clusters (490%). Even for a relatively
dilute solution (1M) whose salt/water ratio is only � 1/50, there still � 27% of anions are
in clusters which contain three anions on average. MD simulations also gave very similar
results on the ion cluster concentrations.

Moreover, the cation dependence of ion clustering was also studied. It has long been
recognised that the size and charge density of a cation have profound effects on the
properties of electrolyte solutions and their biological activities [155]. Theoretical
calculations suggest that cations may affect the formation of ion pairs and clusters in
aqueous solutions [164,168]. To explore cation specific effects, we performed energy
transfer measurements on 4M (salt/water ratio¼ 1/10) aqueous solutions of LiSCN,
NaSCN, KSCN and CsSCN. These experiments show that in solution, smaller cations
form smaller and fewer clusters (see Table 4.1). In solution with the smallest cation Liþ

(LiSCN), � 50% of the anions form clusters which contain � 4 anions on average. In
solution with the biggest cation Csþ (CsSCN), � 70% of the anions form clusters
containing � 9 anions. This trend may be qualitatively understood with the theoretical
description of ‘‘matching cation and anion sizes’’ for some electrolyte solutions [168,169]:
small-small and large-large easily associate, while small-large readily dissociate. SCN� is
large and polarisable, and therefore, more readily associates with the large and polarisable
Csþ than the small Liþ.

4.1.4. Comparisons among aqueous solutions and crystals

In the 10M potassium thiocyanate solution, the above result show that the ion clusters
contain at least 18 anions. However, the rotational relaxation time of the anion in the
cluster is only � 10 ps, three times slower than that of the free anion in the dilute solution.
The rotation of the clustered ions is too fast if the Einstein–Stokes equation holds for the
situation. Anisotropy measurements on the potassium crystal provide a plausible
explanation for this observation: the anions in the crystal rotate with a time constant
� 11ps, as fast as those in the saturated solution, as displayed in Figure 4.5.

We have presented that, the number of anions in an energy transfer unit in the
saturated solution is the same as the number of the first shell SCN� anions surrounding

Table 4.1. Experimental cluster concentrations, the number of anions (ntot) in an energy transfer
unit, and the resonance one-donor-to-one-acceptor energy transfer time constant (�) in varies of the
solutions. [90].

Percentage of
clustered ions ntot �(ps)

KSCN (10M) 97
 2% 18
 3 54
 8
KSCN (8.8M) 92
 1% 13
 2 40
 8
KSCN (6.5M) 70
 4% 9
 2 32
 6
KSCN (4M) 67
 4% 5
 2 25
 6
KSCN (1.8M) 35
 5% 4
 1 18
 5
KSCN (1M) 27
 6% 3
 1 15
 4
LiSCN (4M) 50
 4% 4
 1 10
 4
NaSCN (4M) 60
 4% 5
 1 18
 5
CsSCN (4M) 70
 4% 9
 2 45
 8
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one anion in the KSCN crystals [90]. In addition, according to Equation (3.6) and
Equation (2.57), the anion distance in a cluster in the saturated solution was determined to
be 0.4 nm, identical to the shortest anion distance in the KSCN crystal determined by
XRD [90]. In the KSCN/KS13C15N 1/1 mixed crystal at room temperature, the time
constant of nonresonant energy transfer from SCN� to S13C15N� is determined to be
111
 8 ps. Within experimental uncertainty this result is identical to that in the saturated
solution. 2D IR spectra of the crystalline sample are displayed in Figure 4.6. The series of
comparison experiments on the crystalline samples reveal many similarities between the
anions in ion clusters in the KSCN saturated aqueous solution and the KSCN crystal.
More experiments on the energy transfer kinetics and structural changes in the KSCN
aqueous solutions, crystals and melt are still undergoing in our lab.

4.2. Ion association in aqueous solutions

We have demonstrated that substantial amounts of ions form ion clusters in the KSCN
aqueous solutions of 2M � 10M. From the measured energy transfer kinetics, both the
cluster size and the cluster concentration were derived. However, in these experiments, we
did not have an internal calibration for the distance between two anions. In other words,
we did not use the same method to directly compare the relative distances among the
anion, cation, and water molecules in the same solutions to remove the systematic error of
the method itself, mainly because the cation Kþ cannot provide any detectible vibrational
signal in our experiments.

In this section, we will introduce further work to resolve this issue. We use NHþ4 to
replace Kþ and therefore we are able to measure energy transfers between the cation NHþ4
and the anion SCN� through the NH bending mode and the CN stretching mode, between
the anion SCN� and the water H2O through the CN stretching mode and the OH bending
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Figure 4.5. (Colour online) Rotational anisotropy decay of S13C15N� in a KSCN/KS13C15N¼98/2
(wt) mixed crystal. The rotational time constant was determined to be 11
 1 ps. The rotation is
hindered in the crystal. The rotational angle is calculated to be about 300 from the residual
anisotropy.
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mode, and between the cation NHþ4 and the water H2O through the NH bending mode
and the OH bending mode. By comparing the energy transfers among these species in a
KSCN/H2O (1/10 molar ratio) solution and a NH4SCN/H2O (1/10 molar ratio), we
obtained clear evidence that � 60% of the SCN� anions in the NH4SCN/H2O (1/10 molar
ratio) solution have direct contacts with the NHþ4 cations.

4.2.1. Vibrational energy dynamics of the KSCN/H2O (1/10) solution

Figure 4.7 displays the FTIR spectra of a KSCN/H2O (1/10 molar ratio) solution, a
KSCN/D2O (1/10 molar ratio) solution and pure H2O [170]. The peak at 2066 cm�1 is
assigned to the CN stretching mode of SCN�. The peak at 1636 cm�1 is assigned to the OH
bending mode of H2O. In the D2O solution, the bending mode shifts to a lower frequency
1203 cm�1 because of the heavier mass of deuterium. The vibrational frequency differences
between D2O and H2O have a dramatic effect on the vibrational dynamics of the CN
stretch of SCN� dissolved in them, e.g. our experiment results showed the lifetime of its 1st
vibrational excited state drops from 23
 2 ps in the D2O solution to only 2:8
 0:2 ps in
the H2O solution. The faster relaxation of the excited CN stretch in the H2O solution
indicates an efficient energy transfer from the CN stretch to the vibrational mode(s) of
H2O, which will be confirmed by the following 2D IR results.

Figure 4.8 displays the waiting time dependent 2D IR spectra of the KSCN/H2O (1/10
molar ratio) solution [170]. The appearances of the peaks in the spectra are very similar to
those vibrational energy transfer spectra investigated above. Briefly, at time zero, only the
diagonal peak pairs show up, including the 0–1 transition (red peak 1) and 1–2 transition
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Figure 4.6. (Colour online) Time dependent 2D IR spectra of the KSCN/KS13C15N 1/1 mixed
crystal at room temperature.
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(blue peak 2) of the CN stretch, as well as the 0–1 transition (red peak 3) and 1–2 transition

(blue peak 4) of the OH bending. With the increase of waiting time to 1ps, vibrational

energy begins to exchange. The energy transfer from the CN stretch down to the

OH bending produces cross peak pairs 5 & 6. The rate of energy transfer from the OH

bending up to the CN stretch is too slow to be experimentally observed, according to

the detailed balance principle. The cross peaks in the frequency range of

!1 ¼ 1636 cm�1,!3 ¼ 2030 � 2090 cm�1 in the 1ps spectrum as well as all the peaks in

the 100 ps spectrum are mainly from heat induced absorption (blue) or bleaching (red),

since most of the OH and CN vibrational excitations have relaxed into heat because of

their short lifetimes (OH, 0.8ps; CN 2.8ps). The different frequencies between the heat

induced peaks and the normal 0-1 and 1–2 transition allows the pure vibrational energy

transfer from CN to OH and vibrational relaxation information to be extracted from the

somewhat overlapped signals by removing the heat effect from the overall signals at the

CN and OH 0–1 or 1–2 transition frequency.
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Figure 4.7. (Colour online) FTIR spectra of (A) KSCN/H2O (1/10 molar ratio) and KSCN/D2O
(1/10) solutions, and (B) pure H2O. Reprinted with permission from [170]. Copyright 2012 American
Chemical Society.
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Figure 4.8. (Colour online) Waiting time dependent 2D IR spectra of the KSCN/H2O (1/10 molar
ratio) solution. Reprinted with permission from [170]. Copyright 2012 American Chemical Society.
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To quantitatively analyse the energy transfer kinetics from the CN stretch to the OH
bending, the vibrational energy exchange model is employed again. As shown in
Scheme 4.2, the excitations of CN and OH can exchange, and both of them decay with
their own vibrational lifetimes (1=kOH and 1=kCN) which were independently measured:

Based on the detailed balance principle (see Equation (3.2)), the energy transfer rate
constant ratio was determined kOH!CN=kCN!OH ¼ 0:13. Therefore, there is only one
unknown parameter, the energy transfer rate constant kCN!OH, in the analysis. As a result,
calculations yields 1=kCN!OH ¼ 3:1
 0:2 ps with parameters 1=kOH ¼ 0:8 ps and
1=kCN ¼ 30 ps.

The apparent vibrational lifetime of the CN stretch in KSCN/H2O (1/10 molar ratio)
solution is determined to be 2:8
 0:2 ps, the energy transfer time constant of 3:1
 0:2 ps
from the CN stretch to the OH bending indicates � 90% of the initial CN excitation
transfers to the OH bending of the water molecule. Such an efficient energy transfer is
somehow surprising with a very big donor/acceptor energy mismatch 429 cm�1.

According to the vibrational energy transfer Equation (3.6), the frequency shift of the
hydroxyl bending from 1636 cm�1 (OH) to 1203 cm�1 (OD) slows down the energy
transfer time constant from the CN stretch to the OD bending to � 15 ps from the
observed 1=kCN!OH ¼ 3:1
 0:2 ps. Because the CN vibrational lifetime in D2O is 23 ps, it
is not likely for 1=kCN!OD to be faster than 23 ps. The above estimated 15 ps is too faster.
Therefore, there must be another mechanism plays a role in the energy transfer process.

As shown in Figure 4.7(B), H2O has a combination band C’ at � 2100 cm�1. It is
possible that the CN excitation can first quasi-resonantly transfer to the combination band
C’ through the dipole/dipole interaction mechanism. Then the excitation can be
transferred intramolecularly from this combination band to the OH bending through
mechanisms other than the dipole/dipole interaction, e.g. through bond or mechanical
coupling or through decomposing into the fundamentals because of dephasing among the
fundamentals composing the combination band. Based on Equation (3.6), the transfer rate
from CN to the combination band C’ (resonant) is about 30 times faster than that directly
from CN to the OH bending, where we have assumed the only differences betweens these
two transfers are the transition dipole moments (ð�OH=�comÞ

2
¼ 10) and the energy

mismatches (0 and 429 cm�1). D2O doesn’t have such a bridge mechanism because it
doesn’t have a combination band of which the frequency overlaps with that of the CN
stretch. Therefore the CN stretch relaxes much slower in D2O. In pure H2O, the transfer of
combination band C’ excitation to the OH bending was not observed, probably because
the transition dipole moment of combination C’ is so weak that the energy transfer peak is
too small to be observed.

4.2.2. Vibrational energy dynamics of the NH4SCN/H2O (1/10) solution

Figure 4.9 displays the FTIR spectrum of NH4SCN/H2O (1/10 molar ratio) solution [170].
Besides the energy accepting modes in H2O molecules, both the combinational band C of
NHþ4 at � 2060 cm�1 (shown in the spectrum of NH4Br) and NH bending at 1460 cm�1

Scheme 4.2. Kinetic model of vibrational energy exchange between CN and OH.

72 H. Chen et al.

D
ow

nl
oa

de
d 

by
 [

Fo
nd

re
n 

L
ib

ra
ry

, R
ic

e 
U

ni
ve

rs
ity

 ]
 a

t 1
2:

18
 2

7 
N

ov
em

be
r 

20
12

 



may provide additional energy acceptors for the excited CN stretch of SCN�. Therefore, if
the molecules in the solutions are randomly distributed and can fast switch their locations,
the vibrational relaxation of the CN stretch would be expected to be faster in the NH4SCN

solution than in the KSCN solution for the more energy acceptors. However, as shown
below, experimentally the vibrational relaxation (3.1ps) of CN stretch in the NH4SCN

solution is actually a little slower than that (2.8ps) in the KSCN solution, for the NHþ4
competing with H2O to bind to SCN� and with a slower energy transfer rate.

Figure 4.10 displays the 2D IR spectra of the KSCN/H2O (1/10) solution [170]. Similar
to Figure 4.8, the diagonal peak pairs 10&20, 30&40, 50&60 belongs to the 0–1&1–2

transitions of the CN stretch, the OH bending, and the NH bending, respectively. Cross
peak pairs 70&80 are from the vibrational energy transfer from CN to OH, and the heat

effect inducing OH bending absorption change. Cross peak pairs 90&100 are from the
vibrational coupling between CN and NH and between combination band C and NH, the
vibrational energy transfer from CN to NH and from C to NH, and the heat effect
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Figure 4.9. (Colour online) FTIR spectra of the NH4SCN/H2O (1/10 molar ratio) solution (red), the
KSCN/H2O (1/10) solution (black) and a NH4Br/H2O solution (green). Reprinted with permission
from [170]. Copyright 2012 American Chemical Society.

1400 1500 1600 1700 1800 1900 2000 2100

1400

1500

1600

1700

1800

1900

2000

2100

1500 1600 1700 1800 1900 2000 2100 1500 1600 1700 1800 1900 2000 2100

ω
3

(c
m

 -1
)

ω1 (cm -1)

0ps sp001sp1

1’
2’

3’
4’

5’
6’

7’
8’

9’
10’

11’
12’
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solution. Reprinted with permission from [170]. Copyright 2012 American Chemical Society.
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inducing NH bending absorption change. Cross peak pairs 110&120 are from the
vibrational coupling between NH and OH, the vibrational energy transfer from OH to
NH, and the heat effect inducing NH bending absorption change. The energy transfer
from C to NH produces peaks at the same frequencies as the transfer from CN to NH. In
the CN/NH and CN/OH energy transfer kinetic analysis, we removed the possible
contributions of C to NH and OH transfers by subtracting the signal of a NH4Br/H2O (1/
10) solution from that of the NH4SCN/H2O solution of the same concentration and the
same NH bending optical density.

Different from that in KSCN/H2O solution, the vibrational energy exchange model is a
little complicate in the NH4SCN aqueous solution. Two intermolecular acceptors, OH of
H2O and NH of NHþ4 , are competing for the CN excitation. In addition, the energy of OH
and NH can also exchange. These dynamic processes are coupled to each other, which
brings difficulties to the quantitative analysis. Fortunately, our experiment results showed
that the lifetime of OH bending is � 0.8 ps, while the energy transfer time from OH to NH
is 4ps, indicating only � 12% of the OH bending excitation will be transferred to the NH
bending. Accordingly, the energy transfer rate from NH up to OH can be determined by
detailed balance, which is about 10 ps, much slower than the lifetime of either the OH
bending (0.8ps) or the NH bending (1.3ps). In other words, only a small portion of the OH
or NH bending vibrational excitation can exchange between them, and omitting the energy
exchange between the OH and NH bendings in processing the energy transfers from CN to
OH and NH will not cause a big uncertainty. The kinetic equations are then simplified into
two sets of independent equations: one is for CN to NH, and the other is for CN to OH.
Each set is similar to that for the CN/OH transfer in the KSCN/H2O solution.

Based on the above analysis, solving the kinetic equations yields the energy transfer
rate 1=kCN!OH ¼ 6:3
 0:5 ps with parameters 1=kOH ¼ 0:8 ps, and 1=kCN ¼ 5:5 ps, and
1=kCN!NH ¼ 7:0
 0:5 ps with parameters 1=kOH ¼ 1:3 ps, and 1=kCN ¼ 5:2 ps. Different
1=kCN values were used in the calculations because the relaxation of CN includes three
parts: (1) to NH, (2) to OH, and (3) to other modes (assumed to be 30ps). In calculating
either the CN/NH or the CN/OH energy transfer rate constant, 1=kCN is the sum of two
contributions (to other modes þ to OH or to NH). The results indicate that 47% of the
CN excitation flows to the OH bending, and 43% flows to the NH bending.

The most obvious explanation for the above measurement is that, NHþ4 directly
competes with H2O for binding to SCN�. As a consequence, nearly one half of the H2O
molecules of the SCN�/H2O binding sites in the KSCN solution are replaced by the NHþ4
cations in the NH4SCN solution, and the CN/OH energy transfer efficiency drops for
about one half (�47%) in NH4SCN/H2O (1/10) solution compared to that in KSCN/H2O
(1/10) solution (�90%). Many concerns about this conclusion have been addressed
carefully [170].The result indicates that the NHþ4 /SCN

� binding affinity is about 18 times
stronger than that of H2O/SCN� binding in the aqueous solutions.

4.3. Ion/protein-building-block molecular interactions in aqueous solutions

The effects of salts on protein solubility and conformational stability have been of great
research interest for decades. However, whether salts change protein properties primarily
through direct interactions [171,172] or indirectly via modifying the water structure
[173,174] is still in the debates. Recently, the direct ion-biological molecule interactions
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began to be recognised as a very important factor for the protein stability and solubility
[171,175–179]. In the previous section, we demonstrated that there is a strong interaction
between SCN� and NHþ4 in the NH4SCN/H2O solution, where the NHþ4 can be seen as a
model compound to represent the positively charged groups of proteins. By using the
vibrational energy exchange method, we are able to determine the binding affinity between
a series of model compounds representing the typical building blocks of a protein and a
strong denaturant, SCN� anion, in aqueous solutions, and hence obtain the relative
priorities of these model compounds in interacting with the SCN� anion.

4.3.1. Interactions between SCN� and amino acids

We have used competing vibrational energy acceptors to determine the binding between
SCN� and NHþ4 relative to that between SCN� and H2O. However, this method cannot be
used in other organic model compounds representing the polar functional groups of a
typical protein, because the severe spectral overlaps among the OH bending, the NH
bending, the C¼O stretch and other modes of these organic molecules. Therefore, another
approach is required to investigate these molecules.

As introduced above, thiocyanate anions in the ion clusters of KSCN aqueous
solutions can exchange vibrational energy. This phenomenon can be used to determine the
relative interaction strength between a model compound and SCN�: If there is no specific
interaction between the ions and the model compound, the ion clusters would be expected
to grow as a result of concentration reduction of water by additional model compound,
leading to a faster observed vibrational energy transfer among the ions; If the ion clusters
interact strongly with the model compound, then ions might be removed from the clusters
or the model compound may insert into the ion cluster and increase the average distance
among the SCN� anions and also quench the SCN� excitation. This will result in a slower
observed vibrational energy transfer among the ions.

Figure 4.11(A) displays 2D IR spectra of 1:1 KSCN/KS13C15N aqueous solutions with
the addition of different amounts of proline [180]. As elaborated in the above sections, the
cross peaks 50 � 80 are mainly from vibrational energy exchange between SCN� and
S13C15N� at relatively short waiting times. At longer times, heat effects grow in, which can
affect peaks 50, 70&80. Peak 60 is hardly affected because of its lower detection frequency.
Therefore, the intensity of peak 60 can be regards as a criterion to determining the energy
exchange rate between SCN� and S13C15N�.

The simple inspection of the intensity of peak 60 in Figure 4.11(A) reveals that the
vibrational energy exchange between SCN� and S13C15N� slows down by � 50% with the
addition of 4M proline. This result is a little similar to that in 4M NH4SCN/H2O solution
as elaborated in the previous section, where more than 50% of the SCN� anions are bound
to NHþ4 . Proline has an R-NHþ2 cation, which is expected to bind to SCN� in a way similar
to NHþ4 , and hence results in a slower observed vibrational energy transfer among the
SCN� anions. Moreover, as shown in Figure 4.11(B), the slowdown of energy transfer
with the addition of Proline is not an exception. By adding 2M glycine, 2M cysteine or 2M
lysine into KSCN/KS13C15N aqueous solutions, the intensity of the vibrational energy
transfer peak 60 can also decrease dramatically in each case, indicating a slower energy
transfer. Additional control experiments further demonstrated that it is thiocyanate/
ammonium interaction not Kþ/carboxylate anion interaction that is responsible for the
observed slower energy transfer [180].
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4.3.2. Interactions between SCN� and N-H group in the backbone

The salt/amide backbone interactions were also investigated with a similar strategy. As
displayed in Figure 4.12(B) and (C) [180], adding 4M NMA (N-methylacetamide) into
KSCN/KS13C15N aqueous solutions also slightly slows down the vibrational energy
exchange.

NMA has three possible sites binding to thiocyanate: the carbonyl group, the amide
bond and the N-H group. We first used acetone to represent the carbonyl group. As shown
in Figure 4.12(D), adding 4M acetone into KSCN/KS13C15N aqueous solutions produces
negligible change in the vibrational energy transfer rate among the thiocyanate anions,
implying that the interactions between the carbonyl group and the ions are very weak.
Adding 4M DMF (HCON(CH3)2, Figure 4.12(E)) has a similar but very slight effect.
However, adding 4M formamide (HCONH2, Figure 4.11(F)) produces a clear decrease in
the intensity of peak 60, indicating a stronger interaction between the ions and formamide.
Formamide has two more N-Hs than DMF and one more N-H than NMA. The results in
Figure 4.12(B), (E) and (F) imply that the N-H group plays an important role for the
amide group binding to the ions. Because formamide is less electron-rich than the other
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Figure 4.11. (Colour online) (A) The proline concentration dependence of 2D IR spectra at 30ps
of solutions: Solution A (Pro:KSCN:KS13C15N:D2O¼0:1:1:20); Solution B (Pro:KSCN:
KS13C15N:D2O¼ 1:1:1:20); and Solution C (Pro:KSCN:KS13C15N:D2O¼ 2:1:1:20). (B) 2D IR
spectra at 30ps of solutions: Solution D (Gly:KSCN:KS13C15N:D2O¼1:1:1:20); Solution E

(Cys:KSCN:KS13C15N:D2O¼ 1:1:1:20); and Solution F (Lys:KSCN:KS13C15N:D2O¼ 1:1:1:20).
Red rings highlight Peak 60. Reprinted with permission from [180]. Copyright 2012 American
Chemical Society.
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two molecules, the ions binding to its N-Hs are probably the thiocyanate anions (to H)
rather than the Kþ cations (to the lone electron pair).

The conclusions are supported by further experiments. Adding 4M diethyl amine
((C2H5)2NH, DEA) clearly reduces the intensity of Peak 60 (Figure 4.12(G)), indicating a
strong interaction between the amine group and the ions, while adding 4M triethylamine
((C2H5)3N) doesn’t change the intensity of Peak 60 (Figure 4.12(H)) as much, indicating
the insignificance of the interaction between the lone electron pair and Kþ. The results also
explain why the effect of lysine is bigger than proline (Figure 4.10(B)), probably because
lysine has an extra amine group which is able to bind to thiocyanate. It is interesting to
note that in solutions with amino acids (proline), NHþ4 , and NMA, the CN stretch 0–1
transition central frequency red shifts for about 2 cm�1 from FTIR measurements
compared to that in the 4M KSCN solution. In contrast, adding 4M CH3COOK or
acetone doesn’t cause such a frequency shift. The results show that the molecules with the
positively charged groups or the amide groups probably have a bigger effect on the CN
vibration of SCN� than the molecules without them in aqueous solutions.

To quantitatively analyse the vibrational energy exchange kinetics, a similar location-
energy-exchange kinetic model as introduced in Section 4.1 is employed here. In the model,
the solution was simplified to contain three different components: water-bound thiocy-
anate anions and model compounds-bound thiocyanate anions that cannot exchange
vibrational energy, and clustered thiocyanate anions that can exchange vibrational energy.
All of the thiocyanate anions contribute to the diagonal peak pairs in 2D IR
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Figure 4.12. (Colour online) 2D IR spectra at 30ps of (A) Solution A

(KSCN:KS13C15N:D2O¼ 1:1:20); (B) Solution J (NMA:KSCN:KS13C15N:D2O¼ 2:1:1:20); (C)
Solution K (NMA: KSCN:KS13C15N:D2O¼ 4:1:1:20); (D) Solution L (Acetone:KSCN:
KS13C15N:D2O¼ 2:1:1:20); (E) Solution M (DMF:KSCN:KS13C15N:D2O¼ 2:1:1:20); (F) Solution
N (HCONH2:KSCN:KS13C15N:D2O¼ 2:1:1:20); (G) Solution O ((C2H5)2NH:KSCN:
KS13C15N:D2O¼ 2:1:1:20); and (H) Solution P ((C2H5)3N:KSCN:KS13C15N:D2O¼ 2:1:1:20).
Reprinted with permission from [180]. Copyright 2012 American Chemical Society.
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measurements, but only the clustered anions contribute to the off-diagonal peak pairs. The
vibrational excitations of the anions decay with their own lifetimes. Here, we have assumed
that once a thiocyanate anion is bound to a model compound, it will not be able to
exchange energy with other anions because the energy from this bound anion will probably
transfer to the model compounds, similar to the situation in the NH4SCN/H2O solution.

Quantitative analyses on the data based on the kinetic model show that, corrected with
the transition dipole moment and refractive index changes, the concentrations of
thiocyanate clusters (the ratio of clustered over all thiocyanate) in Solutions with different
compounds are 67%
 2% (no additive), 44%
 4% (2M Pro), 35%
 5% (4M Pro),
44%
 4% (2M Gly), 35%
 5% (2M Cys), 32%
 7% (2M Lys), 58%
 4% (4M
NMA), 52%
 4% (4M FMA), and 62%
 4% (4M Acetone) respectively. The results
indicate that substantial portions (35� 75%) of added amino acids have bound to the salt
ions in the solutions.

Moreover, a simple inspection on the vibrational energy exchange 2D IR spectra can
also provide us a qualitative picture about the relative binding strengths of different model
compounds with thiocyanate in aqueous solutions. To quantitatively describe the relative
binding affinity of the model compounds to the thiocyanate anions, we constructed an
equilibrium model consistent with the kinetic model to analyse the vibrational energy
exchange results [180]. In summary, quantitative analysis shows that the interaction
strength between the thiocyanate anions and the charged amino acid residues is about 20
times bigger than that between the water molecules and the amino acids, and about 5� 10
times larger than that between the anions and the neutral amide groups. The affinity ratios
lead to an interesting scenario: if the measured affinities of the model compounds are
similar to those of functional groups of proteins, the amide groups can bind to the SCN�

anions during protein denaturation with a similar or even larger probability than the
positively charged groups if a large number of the amide groups can expose to the water
phase during the denaturation.

5. Molecular conformations probed with MDVS

Fast molecular conformational fluctuations in condensed phases play critical roles in
many important chemical and biological activities [40,181], e.g. chemical reactions, protein
foldings, and molecular recognitions. Tremendous efforts have been devoted to develop
tools to monitor the real time three-dimensional (3D) molecular conformations in these
biological processes. Among many powerful techniques developed, the nuclear magnetic
resonance (NMR) methods are the most successful so far. However, the low intrinsic
temporal resolution of NMR provides only longtime average containing no information
about faster structural fluctuations.

As introduced in the previous sections, MDVS methods have potential to determine
3D molecular conformations through determining the relative orientations (see Equation
(2.54)) of the transition dipole moments of vibrations. In order to obtain the complete 3D
conformations of a molecule, vibrations covering all chemical bonds of which the
frequencies reside in a wide Mid-IR range must be simultaneously investigated.
Information from one or a few modes can only provide partial knowledge about the
structure of the molecule. Compared to NMR, MDVS methods have unique advantages
for their sensibility to dynamics on timescales 6 to 10 orders of magnitude faster.
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As introduced in Section 2.3, most current 2D IR methods lack sufficient pump power
with tunable frequencies covering the whole mid-IR range, limiting their applications on
investigating 3D molecular conformations. With our recently designed multiple-mode
method which has sufficient power covering almost the entire mid-IR range, we are now
positioned to explore this new territory. In this chapter, we will introduce some of our
recent progresses on determining 3D molecular conformations in various systems with the
new experimental setup.

5.1. Conformation of 1-cyanovinyl acetate in CCl4 solution

1-cyanovinyl acetate [72] is the first molecule we chose to demonstrate the principle of
determining molecular conformations with the multiple-mode multiple dimensional
vibrational spectroscopy. The molecular formula and FTIR spectrum of 1-cyanovinyl
acetate in CCl4 is shown in Figure 5.1. This molecule has several advantages to serve as a
model system for the purpose: (1) it is small enough that current ab initio calculations can
relatively precisely predict many of its molecular properties; (2) it has several possible
conformations; (3) it has many typical vibrational groups, e.g. C ¼ C�H, C� C�H,
C � N, C ¼ C, C ¼ O, and C�O; (4) these vibrational groups cover all the molecular
space, and therefore it is possible that the three-dimensional conformations of this
molecule can be obtained by investigating the vibrations of these groups; and (5) as shown
is Figure 5.1, these vibrational groups covers a big vibrational frequency range
(42000 cm�1) and a big vibrational spatial separation (more than three chemical
bonds), which allows us to explore the sensitivity and potential of our approach.

5.1.1. Possible conformations

The structures of 1-cyanovinyl acetate were determined with density functional theory
(DFT) calculations. The calculated conformations are displayed in Figure 5.2 [72].
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Figure 5.1. FTIR spectrum of 1-cyanovinyl acetate in CCl4. Inset: molecular formula of
1-cyanovinyl acetate. The peak assignments: C¼O (1788 cm�1), C¼C (1639 cm�1), C�N
(2236 cm�1), C–H (2942, 2995, 3047 and 3135 cm�1), C–O (1180, 1248 cm�1) stretches and the C–
H bending (1372 and 1430 cm�1). Reprinted with permission from [72]. Copyright 2011 American
Chemical Society.
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The calculation results show five possible conformers for 1-cyanovinyl acetate in CCl4,
which are the isomerisation results rotating around the two C�O single bonds. Conformer
I and conformer IV are mirror symmetric to each other. They are the most stable
conformations. Conformer III and V have much higher energy than others (�5 kcal/mol).
Based on the calculated energy values, they are negligible conformers at room
temperature. Table 5.1 gives the calculated energies, bond lengths and key dihedral
angles of the 1-cyanovinyl acetate molecule [72].

5.1.2. Cross angles between different vibrational modes

Different from the linear FTIR spectrum shown in Figure 5.1 where only the 0–1
transition frequencies of vibrational modes of the molecule are acquired, the multiple-
mode 2D IR spectrum in Figure 5.3 provides much more molecular information [72]. Both
0–1 and 1–2 vibrational transition frequencies are obtained from the positions of the
diagonal red and blue peaks. The vibrational coupling anharmonicities among vibrational
modes are manifested by the positions of the off-diagonal peak pairs. The relative
orientations of the vibrations are obtained from the polarisation-selective measurements of
the off-diagonal peak intensities, which will be elaborated in follow.

We have introduced, when two vibrational modes are anharmonically coupled with
each other and the coupling is sufficiently strong (e.g. 41 cm�1), off-diagonal peak pairs

I II III

IV V

Figure 5.2. (Colour online) The B3LYP/6-311þþG(d,p) optimised structures of the 1-cyanovinyl
acetate in the CCl4 phase using the CPCM model. Reprinted with permission from [72]. Copyright
2011 American Chemical Society.

Table 5.1. The calculated energies, bond lengths and dihedral angles (degree) for the five optimised
conformers of 1-cyanovinyl acetate calculated at B3LYP 6-311þþG(d,p) level in CCl4 using SCRF-
CPCM. Reprinted with permission from [72]. Copyright 2011 American Chemical Society.

Conformers I II III IV V

DE/Kcal mol�1 0.00 0.97 4.68 0.00 4.68
(C-C–O-C)/Deg. 66 �180 75 �66 �75
(C–O-C¼O)/Deg. 3 0 �180 �3 180
Bond lengths/Å C¼C (1.33), C�N (1.16), C–O (1.39), C¼O (1.21),

C-C(C�N) (1.44), C-C (CH3) (1.50), C–H (CH2) (1.08), C–H (CH3) (1.09)
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will appear in the 2D IR spectra, as demonstrated in Figure 5.4(a) (an enlarged part of

Figure 5.3) for the C¼C and C¼O modes of 1-cyanovinyl acetate. The amplitudes of the

off-diagonal peaks are dependent on the polarisations of the exciting and probing beams

[8,13,182,183], as shown in Figure 5.4(b). This is because the transition dipole moments of

the two coupled modes are aligned to each other with certain cross angle which is

determined by the molecular conformation. As derived in Section 2.4, by changing the

polarisations of the laser beams, the vibration cross angles � can be straightforwardly

determined by the polarisation-selective pump/probe signal based on Equation (2.54),

which can be rewritten by the following form

P?
Pk
¼

2� cos2 �

1þ 2 cos2 �
ð5:1Þ

where Pk and P? are peak intensities from experiments with parallel and perpendicular

pump/probe polarisations, respectively.
From the experimental measurements (Figure 5.4(b)), the averaged P?=Pk intensity

ratio is determined to be 1:4
 0:1. According to Equation (5.1), the angle between the

transition dipole moments of C¼C and C¼O can be determined as 66
 3�. To verify the
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Figure 5.3. (Colour online) 2D-IR spectrum of 1-cyanovinyl acetate at waiting time 0.2ps. The
relative intensities of peaks are adjusted to be comparable. Each contour represents 10% amplitude
change. Reprinted with permission from [72]. Copyright 2011 American Chemical Society.
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value that we obtained, the other off-diagonal blue peak (1639 cm�1, 1776 cm�1) was
also measured. The averaged I?=Ik intensity ratio is determined to be 1:3
 0:1. The angle
between the transition dipole moments of C¼O and C¼C is determined to be 64
 3�,
which is consistent with the above value. The red cross peaks and blue cross peaks give the
same vibrational cross angle. However, the cross red peaks can come from many
contributions as discussed in Section 2. In particular, the bleaching effect from the
relaxation induced heat can change the anisotropy value of the red cross peaks. Therefore,
for modes with relatively short vibrational lifetimes, blue peaks are recommended to be
used rather than the red peaks in analyzing the anisotropy.

The transition dipole moment cross angles of other coupled modes were also obtained
using the same procedure. The results are listed in Table 5.2 [72]. However, there is one
question needed to be clarified. As shown before, the molecular rotation can also cause a
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Figure 5.4. (Colour online) (a) Enlarged 2D-IR spectrum of 1-cyanovinyl acetate at waiting time of
0.2 ps in the C¼C and C ¼ O frequency range. The detection polarisation is in parallel with the
pump. Each contour represents 10% amplitude change. (b) Off-diagonal pump-probe spectra with
probe in the C¼C region and pump at 1784 cm�1 (C ¼ O) measured at the 0.2 ps delay. Both the
parallel and perpendicular data are shown. Reprinted with permission from [72]. Copyright 2011
American Chemical Society.

Table 5.2. Transition dipole moment angles between coupled vibrational modes of the
1-cyanovinyl acetate molecule determined from the anisotropy measurement. The anisotropy data
were obtained at waiting time of 0.2 ps. Reprinted with permission from [72]. Copyright 2011
American Chemical Society.

Pair
number

Coupled
modes

Relative angle
(degree)

Pair
number

Coupled
modes

Relative angle
(degree)

1 C¼C/C¼O 64
 3 10 C¼O/CH2(as) 58
 3
2 C¼C/C�N 43
 3 11 C¼O/CH3(as) 55
 3
3 C¼C/C–O(as) 37
 5 12 C�N/C–O(as) 69
 3
4 C¼C/CH2(as) 37
 5 13 C�N/CH2(as) 47
 5
5 C¼C/CH2(ss) 43
 5 14 C�N/CH2(ss) 37
 5
6 C¼C/CH3(as) 37
 5 15 C�N/CH3(as) 43
 5
7 C¼O/C�N 58
 3 16 C–O(as)/CH2(as) 55
 3
8 C¼O/C–O(as) 78
 3 17 C–O(as)/CH2(ss) 51
 3
9 C¼O/C–O(ss) 47
 5
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change to the anisotropy. In the system studied here, the rotational time constant of
1-cyanovinyl acetate molecule was determined to be 4.0 ps by measuring the diagonal
anisotropy. In our cross angle calculation procedures, the transition dipole moment angles
of all the coupled modes are determined at waiting time 0.1� 0.2 ps. In our experiments,
the pump pulse is � 0.8 ps and the probe pulse is � 0.14 ps, the overlapping between them
causes a temporal uncertainty of about 0.2� 0.3 ps. Because the molecular rotation is
relatively slow, this temporal uncertainty causes an uncertainty of � 10 degrees in the
determined transition dipole moment angle.

5.1.3. Translation from vibrational angles to molecular conformations

One major difficulty in converting the vibrational cross angles into molecular structures is
that the vector direction of transition dipole moment of a vibrational mode is different
from that of the chemical bond which is mainly responsible for the vibration. Even for a
highly localised mode, its direction is still slightly different from the bond orientation,
because the observed modes are always normal modes. Therefore, the vibration cross
angles determined can’t be immediately translated into the relative orientations of the
chemical bonds. However, on one hand, corresponding to a well-defined molecular
conformation, there are one and only one set of spatially well-defined vibrations because
the vibrational motions are purely determined by the bond orientations. On the other
hand, corresponding to one set of spatially well-defined vibrations, there are one and only
one set of chemical bond orientations of the molecule. Therefore, the translation of the
vibration cross angles into relative bond orientations is more like converting data from one
coordinate system to another, though the conversion of the coordinate systems
(vibrational coordinates into atomic coordinates) is not very straightforward.

The commercial ab-initio calculation program Gaussian has such a function to
translate atomic coordinates into vibrational coordinates. Specifically, the program in
Gaussian can first optimise the molecular conformation, and then calculate all properties
including the vibration angles based on the optimised structure. Such a calculating
procedure determines that the translation of the experimental observables into the
molecular conformations is more like a fitting procedure: instead of using the energy
minimum (default) as the structural criterion, the experimental vibrational cross angles will
serve as the criterion to determine which calculated conformations have vibrational cross
angles closest to that experimentally observed. The general calculation procedure is to
preset all possible conformations based on the chemical bond rotational degrees of
freedom, and then calculate their vibrational cross angles until the closest values to the
experimental results are found.

For 1-cyanovinyl acetate, the major degree of freedom to generate different
conformations is the rotations around the two C�O single bonds. We therefore optimised
the molecular conformations at different C�C=C�O (of the acid group) dihedral angles,
and calculated their minimum energy and vibrational cross angles of the 17 pairs of
normal modes experimentally investigated. The energy minima and the deviation Ers
between the calculated and experimental vibrational cross angles are shown in Figure 5.5
[72], where Er is defined in the following equation

Er ¼

Pm
i¼1 jA

C
i � AE

i j

m
, ð5:2Þ
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where AC
i is the calculated vibrational cross angles of ith pair of normal modes. AE

i is the

experimental value listed in Table 5.2. m is the number of the coupling pairs, which is 17 in

this study.
As shown in Figure 5.5(c), it is amazing that calculations based on both the energy

minimum and experimental vibrational cross angles criteria give almost the same most

probable conformations. For the most probable conformations (almost the energy

minima), the calculated vibrational cross angles are about 10 degrees different from the

experimental results on average. To further analyse the calculated and experimental

vibrational cross angles, we define another parameter to account for the distribution of

conformations, the averaged angle A as

A ¼

Pn
i¼1 Ai � �iPn

i¼1 �i
, �i ¼ exp �

Ei � E0

kT

� �
, ð5:3Þ

where Ei is the calculated energy of conformation i. E0 is the lowest energy. �i is the

Boltzmann distribution. The calculated A and experimental vibrational cross angles are

plotted in Figure 5.5(d). For most coupling pairs, the difference between calculated and

experimental results is only a few degrees. Within experimental uncertainty (�10 degrees),

the consistency between the calculated and experimental results is excellent.
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Figure 5.5. (Colour online) (a) Calculated potential energy surface (PES) of the 1-cyanovinyl acetate
in CCl4. (b) Deviation Er vs the CC/OC dihedral angle. (c) Rescaled PES and Er. (d) Calculated and
experimental average vibrational cross angles of the 17 coupling pairs. Reprinted with permission
from [72]. Copyright 2011 American Chemical Society.
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Based on the above analysis, the most probable molecular conformations experimen-
tally determined are two conformations (in Figure 5.6 [72]) with the dihedral angles of
C�C=C�O (of the acid group) around 50 degrees and �50 degrees, respectively.
However, the energy difference between these two conformations and I and IV in
Figure 5.1 is smaller than 0.1 kcal/mol. Within experimental and calculation uncertainties,
we would consider that the experimentally most probable conformations are also the
calculated most stable conformations.

In addition, we also explored the molecular conformation dependence of the
vibrational and coupling anharmonicities [72]. In principle, these two types of
anharmonicities are also correlated to the molecular conformations and vibrational
spatial separations. Different from the vibrational angle results in Figure 5.5, no clear
correlation between molecular conformations and anharmonicities was found. From these
observations, it seems that without further theoretical developments, it is difficult to
predict molecular conformations based on vibrational anharmonicities (at least for the
molecule studied here). For ultimately utilising the vibrational anharmonicitiy information
to help determine molecular conformations, we believe that in addition to the advances of
theory, the accumulation of database about correlations among well-defined chemical
bond distances and orientations and the vibrational anharmonicities and couplings are
also very important, which will be pursued in the near future.

5.2. Molecular conformations and dynamics on surfaces of gold nanoparticles

Metallic nanoparticles have been intensively investigated over the past three decades for
their potential applications on catalysis, biological processes, to nano-photoelectronics
[184–191]. Knowledge about molecular conformations and energy dynamics of adsorbed
molecules on surfaces of these nanoparticles is critical for many applications [189,192,193].
In general, such molecular information is difficult to be determined by traditional
methods, e.g. XRD, NMR or SFG [91]. However, as will be introduced in this section,
valuable information of this sort can be successfully determined by MDVS [91].

Figure 5.6. (Colour online) The most probable molecular conformations determined by the
experimental vibrational angles. (a) is with a C–C/C–O (of the acid group) dihedral angle � 50
degree and (b) is the mirror symmetric conformation of (a). Within experimental and calculated
uncertainties, we consider these two conformations are identical to I and IV in figure 5.2. Reprinted
with permission from [72]. Copyright 2011 American Chemical Society.
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The model system is 4-mercaptophenol (p-HO-C6H4-SH) on the surface of 3.5 nm gold
nanoparticles. The molecule, 4-mercaptophenol, can form a surface monolayer through
strong S-Au bonds with the particle substrate. This system is a prototype of molecular
electronics in that this molecule has been considered as one of the best candidates for
connecting a molecular wire to an electrode [194]. The theme of this work is illustrated in
Figure 5.7 [91].

5.2.1. Surface non-adiabatic electron/vibration coupling

Figure 5.8(A) and (B) display the TEM image and the FTIR spectrum of the 3.5
 1 nm
Au nanoparticles coated with 4-mercaptophenol [91]. The absence of the S-H vibrational
mode (2560 cm�1) in the FTIR spectrum indicates that the ligand molecules have bound to
the nanoparticles through the S-Au bonds [195,196]. The broad OH stretch peak
(3000� 3600 cm�1) indicates that the OH groups of surface molecules form hydrogen
bonds with each other. However, further structural information, e.g. molecular confor-
mations of the surface molecules is difficult to obtain from the peak positions in the FTIR
spectrum, mainly because of Fermi resonances [65].

Figure 5.8(C) displays multiple-mode 2D IR spectra of 4-mercaptophenol on the
surfaces of 3.5 nm Au nanoparticles. As introduced in previous section, the three-
dimensional molecular conformations can be determined by measuring the angle between
the transition electric dipoles of two vibrations through determining the off-diagonal peak
intensities from experiments with parallel and perpendicular pump/probe polarisations
(Figure 5.8(D)). By mapping a sufficiently big number of normal modes which cover the
complete molecular space, the 3D molecular conformations can then be constructed by
translating the measured vibrational angles into the cross angles among the chemical

Figure 5.7. (Colour online) Molecular conformation and vibrational dynamics of 4-mercaptophenol
on the 3.5 nm gold nanoparticle surface probed with multiple-mode multiple-dimensional infrared
spectroscopy. Reprinted with permission from [91]. Copyright 2012 American Chemical Society.
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bonds with theoretical tools. However, the procedure described above can’t be immedi-

ately applied to metal nanoparticles. The main reason is that it is too time-consuming and

challenging to reliably calculate the 3.5 nm gold nanoparticles. A way to bypass this
difficulty could be to reduce the number of gold atoms in the calculations if the vibrational

properties of the surface molecules are not significantly affected by the surface electrons of

the gold particles. However, this approach can fail if the assumption it is based on is

invalid. In other words, the surface non-adiabatic electron/vibration coupling on the

3.5 nm Au nanoparticle surface can be very strong.
According to literature, 3.5 nm Au nanoparticles are already metallic [197–199]. There

has been accumulating evidence that on some clean metal surfaces the metal surface

electrons can be strongly coupled to the vibrations of surface molecules leading to the

breakdown of the Born–Oppenheimer approximation (BOA) [200–202]. It is conceivable

that a similar mechanism can also occur on surfaces of metallic nanoparticles. As a

consequence, the electron-hole pair transitions between the continuum electronic levels in
the conduction band can be strongly coupled to the nuclear motions of an adsorbate

molecule and provide a relaxation mechanism for energy transfer from an adsorbate

(C)
(D)

(A) (B)

Figure 5.8. (Colour online) (A) TEM image of 3.5
 1 nm gold particles. (B) FTIR spectrum
of 4-mercaptophenol on the Au nanoparticle surface. (C) Multiple-mode 2D IR spectra of
4-mercaptophenol on the surfaces of 3.5 nm Au nanoparticles. The relative intensities of peaks are
adjusted to be comparable. (D) Perpendicular and parallel pump/probe data of a peak pumped at
1237 cm�1 and probed at 1450� 1510 cm�1. Reprinted with permission from [91]. Copyright 2012
American Chemical Society.
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molecule and even call into question the applicability of the concept of motion evolving on
a potential energy surface.

However, if the non-adiabatic electron/vibrational couplings are much weaker
compared to the intramolecular vibrational couplings, it is then acceptable not to
consider the non-adiabatic electron/vibrational couplings in the calculations, which means
the calculations of converting the experimental vibrational angles into bond angles can be
simplified by reducing the number of gold atoms.

To address this issue, we measured the vibrational lifetimes (the 1st vibrational excited
state) of the O–H stretch, the O–H bending, the C¼C stretch, the C–H bending, and the
C–O stretch (surface distance43 Angstrom) on the 3.5 nm Au nanoparticle surface, in the
pure 4-mercaptophenol crystal and in a 4-mercaptophenol/CCl4 solution. As shown in
Table 5.3 [91], except for the C–O stretch with the same, but substantially shortened
(probably because of a Fermi resonance), lifetimes in the crystal and on the surface, the
vibrational relaxations of those major vibrational modes of 4-mercaptophenol are actually
the same for the three different cases.

These results show that about 3 Angstrom away from the particle surface, the surface
non-adiabatic electron/vibration coupling, which can be an important channel for energy
dissipations on metal surfaces, does not play a significant role in the vibrational relaxation
of high frequency modes (41000 cm�1), i.e. the Born–Oppenheimer approximation holds
for this circumstance. The conclusion is probably general, because most intramolecular
vibrational relaxation occurs within a few or tens of ps and the transition dipole moment
of a typical vibrational mode is similar to those of the modes measured here [101].
Furthermore, theoretical calculations show that the vibrational relaxation (hundreds of ps)
induced by the surface non-adiabatic electron/vibration coupling is about two orders of
magnitude slower than the measured values [91]. These results also suggest that it is
acceptable to use BOA (omit the surface non-adiabatic electron/vibration couplings) in
calculations to obtain the molecular conformations of 4-mercaptophenol on surfaces of
the 3.5 nm Au nanoparticles.

5.2.2. Translation from vibrational angles to molecular conformations

On the surfaces of gold nanoparticles, the ligand thiol molecules are known to form
covalent S-Au bonds with the particles [195,196]. In particular, the ligand molecules on a
gold nanoparticle was recently found to be closely packed on the surface with coverage

Table 5.3. Vibrational lifetimes of major vibrational modes of 4-mercaptophenol in different
environments. ** In CCl4 solution, the central peak frequency is at 1280 cm�1. In crystal and on
nanoparticles, the frequency is at 1237 cm�1. It is conceivable that the redshift is caused by an
accidental degeneracy which also shortens the lifetime. Reprinted with permission from [91].
Copyright 2012 American Chemical Society.

Vibrational Mode Nanoparticles Crystal In CCl4

O–H stretch (3340 cm�1) 1.4
 0.3ps 1.8
 0.3ps 1.5
 0.2ps
C¼C stretch (1584 cm�1) 4.2
 0.6ps 4.6
 0.6ps 4.2
 0.3ps
C–H bending (1488 cm�1) 2.6
 0.4ps 2.7
 0.4ps 2.4
 0.3ps
C–O stretch** (1237 cm�1) 1.0
 0.2ps 1.0
 0.2ps 4.0
 0.2ps
O–H bending (1169 cm�1) 1.3
 0.2ps 1.0
 0.2ps 1.4
 0.2ps
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around 70%, and all thiol molecules actually form two S-Au bonds with the particles in
the bridge form [196], which inevitably impose geometric constraints on the intermolecular
interactions of the ligand molecules and therefore affect their conformations. According to
the above conclusions, we can simplify the calculations for vibrational cross angles by
reducing the number of gold atoms of the nanoparticles into a cluster of two Au atoms.

The system HOC6H4-S(Au)2 has two degrees of freedom to achieve the optimised
structures, corresponding to the intermolecular interactions and surface bonding,
respectively: (1) its O–H group can rotate to be in or out of the benzene plane; and (2)
its C–S–(Au)2 can also rotate to be in or out of the benzene ring. Experimentally we were
able to determine both angles. We measured the vibrational cross angles among 16 pairs of
normal modes of the surface 4-mercaptophenol molecules. These angles were then
translated into molecular conformations with the same procedure as described above. The
results (Figure 5.9) show that, on the nanoparticle surfaces the OH group is about 50� 60
degrees out of the benzene plane, and one S–Au bond is � 20 degrees out of the benzene
ring. The Au–S–Au angle was determined to be 110 degrees. With these angles determined,
the most probable average three dimensional molecular conformation of 4-mercaptophe-
nol on the 3.5 nm Au nanoparticles is readily constructed, shown in Figure 5.9(A) [91].

For comparisons, the molecular conformations of 4-mercaptophenol in a dilute CCl4
solution and in its pure crystal were determined in a similar manner. In the dilute CCl4
solution, the 4-mercaptophenol molecules are well separated from each other, indicated by
a sharp free OH stretch peak (3610 cm�1) in FTIR spectrum. Similar to the phenol
molecule [203], the OH group of 4-mercaptophenol of the most stable conformation is
expected to be coplanar to the benzene ring because of conjugation, as predicted by DFT

α: C(2)-C(3)/O(12)-H(13)   = -120o

β:
:
C(5)-C(6)/S(11)-Au(15) = 20 o

γ  C(1)-C(6)/S(11)-Au(14) = 82o

(B)
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Figure 5.9. (Colour online) (A) The most probable conformation of HOC6H4-S(Au)2 on the surface
of 3.5 nm Au nanoparticle determined by experiments. �,  and � are the dihedral angles as defined.
(B) Experimental and calculated vibrational cross angle deviation Er (defined in Equation(5.2)) vs
the CC/OH dihedral angle C(2)-C(3)/O(12)-H(13) at different dihedral angles of C(5)-C(6)/S(11)-
Au(15) () from 0 to 90 degrees. The calculation level used for the gold atom is B3LYP/LanL2DZ,
and B3LYP/6-311þþG(d,p) is for other atoms. Er reaches the global minimum when
� ¼ �120� and  ¼ 20�. Reprinted with permission from [91]. Copyright 2012 American Chemical
Society.
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calculations in Figure 5.10(A) [91], which is very different from that on the Au

nanoparticle surface. This theoretical anticipation is consistent with our experimental

results from measuring the cross angles among 16 pairs of its vibrational modes in the

solution (the Er curve in Figure 5.10(A)). In the crystalline solid, the 4-mercaptophenol

molecules are close to each other. Their OH groups are able to form hydrogen bonds with

neighbor molecules, which distort the molecular conformation by dragging the OH group

out of the benzene plane for only a few degrees, as XRD data of crystalline phenol show

that the hydrogen bonds among phenol molecules on average distort the OH group � 5

degrees away from the benzene plane [204]. Our experimental results on the solid sample

are also consistent with these results [91].
The distortion of the OH group about 50� 60 degrees away from the conjugation

plane of 4-mercaptophenol on the particle surface (Figure 5.10(D)) is attributed to the
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Figure 5.10. (Colour online) (A) Calculated potential energy surface of 4-mercaptophenol in CCl4
(black) and the deviation between calculated and experimental vibrational cross angles Er vs the CC/
OH dihedral angle (blue), with a fixed dihedral angle of CC/SH at �72 degree (the calculated
optimal angle). (B) Vibrational cross angle deviation Er vs the CC/OH dihedral angle at different
dihedral angles of CC/SH from 0 to 90 degrees. (C) The potential surface Vs the C–C/S–H dihedral
angle at a fixed C–C/O–H dihedral angle 0 degree. (D) Vibrational cross angle deviations Er vs the
CC/OH dihedral angle of the CCl4 solution sample and the nanoparticle sample with the optimised
angles  ¼ 20

�

and �¼ 82
�

. The circles highlight the optimised CC/OH dihedral angles. The DFT
calculations for the liquid sample were performed using the CPCM model in CCl4 with B3LYP/
6-311þþG(d,p). Reprinted with permission from [91]. Copyright 2012 American Chemical Society.
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competing result of the surface geometric constraint, pi-pi stacking, and hydrophobic
interactions on the formation of hydrogen bonds among the surface OH groups [72].

In an isolated 4-mercaptophenol in the CCl4 solution, DFT calculations predict that
the energy barrier for the S-H group rotating along the C-S bond is only � 0.22 kcal/mol
(Figure 5.10(C)), indicating that the probability of the S-H group assuming any angle
relative to the benzene ring is comparable at room temperature. Experimental data also
support this prediction. As displayed in Figure 5.10(B), S-H rotating along the C-S for 90
degrees produces negligible change in Er. Moreover, at any C-C/S-H dihedral angle, the
O-H group is always coplanar to the benzene ring.

As demonstrated by the above experimental results and the analyses, it is feasible that
3D molecular structures and dynamics on the surfaces of nanomaterials, and in solids and
liquids can be determined by the multiple-mode multiple-dimensional vibrational
technique. Although the method is not interface specific, it can be utilised to analyse
molecular structures and orientations on many buried interfaces or metal nanoparticles
which are in general not accessible by the SFG method. The only requirement of the new
approach, aside from enough transparency at the excitation and probe wavelengths to
reach the interface, is that some interface specific physical properties must be able to
influence the vibrations of molecules on the interface.

6. Concluding remarks and perspectives

MDVS is an emerging cutting-edge technique, which can provide chemical bond specific
structural resolution as well as femtosecond temporal resolution to study structures and
dynamics of various molecular systems. The basic concepts, experimental setups and
applications of various MDVS methods are briefly introduced in this review. Some of the
recent progresses achieved by our latest developed high power fs/ps hybridisation MDVS
setup are introduced in more details.

Through mode-specific intermolecular vibrational energy transfer studies, we were able
to develop an analytical Equation (3.6) to mathematically connect energy transfer kinetics
with the average vibrational coupling strength and other molecular structural parameters.
Combining the dipole/dipole interaction equation with Equation (3.6), we demonstrated
that it is possible to determine molecular distances by measuring vibrational energy
transfer kinetics. The vibrational energy transfer method was then applied to the studies of
ion clustering, ion pairing, and ion/molecular interactions in strong electrolyte aqueous
solutions.

Through measuring cross angles among vibrational modes covering the entire
molecular space of a molecule, we demonstrated that 3D molecular conformations in
liquids, solids and on interfaces can be determined by our method.

The work introduced in this review reveals the potential of our multiple-mode
approach in resolving 3D molecular conformations with absolute chemical bond lengths.
However, it is still a long way from this initial demonstration to the ultimate goal of a
sophisticated yet routine analytic tool for determining molecular structures for chemists
and researchers who are not laser specialists. In the way to this goal are many obstacles in
both engineering and scientific aspects of the method. On the engineering side, due to the
limits of IR detectors and the probe light frequency range, the acquisition of a multiple-
dimensional full spectrum can be very slow. It can take days to obtain data like that shown
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in Figure 5.3 for a polyatomic molecule. In addition, it is difficult to cover frequencies
below 400 cm�1 where many molecular conformation related vibration-rotational modes
reside in. On the scientific side, many principles correlating molecular structures and
experimental observables are still waiting for clarifications, e.g. how do vibrational
excitations change the directions of vibrationally coupled transition dipole moments? How
are intramolecular vibrational energy transfer rates dependent on the vibrational
couplings, energy mismatches, and environments? How are vibrational couplings and
energy dynamics corrected to the relative vibrational distances and orientations if the
mechanism is other than the dipole/dipole interaction? What will be the theoretical basis
and methods to reliably translate the experimentally determined vibrational coordinates
into atomic coordinates under various conditions? We believe that with the progress of
research, these issues will be resolved gradually.
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