
2101487 (1 of 10) © 2021 Wiley-VCH GmbH

www.advmat.de

ReseaRch aRticle

Temperature-Triggered Supramolecular Assembly of 
Organic Semiconductors

Hongliang Chen, Weining Zhang, Shizhao Ren, Xingang Zhao, Yang Jiao, Yu Wang,  
J. Fraser Stoddart,* and Xuefeng Guo*

Dr. H. Chen, Dr. X. Zhao, Dr. Y. Jiao, Dr. Y. Wang, Prof. J. F. Stoddart
Department of Chemistry
Northwestern University
Evanston, IL 60208, USA
E-mail: stoddart@northwestern.edu
Dr. H. Chen, Prof. J. F. Stoddart
Stoddart Institute of Molecular Science
Department of Chemistry
Zhejiang University
Hangzhou 310027, China

Dr. H. Chen, Prof. J. F. Stoddart
ZJU-Hangzhou Global Scientific and Technological Innovation Center
Hangzhou 311215, China
Dr. W. Zhang, Dr. S. Ren, Prof. X. Guo
Beijing National Laboratory for Molecular Sciences (BNLMS)  
State Key Laboratory for Structural Chemistry of Unstable  
and Stable Species  
College of Chemistry and Molecular Engineering
Peking University
Beijing 100871, China
E-mail: guoxf@pku.edu.cn
Prof. J. F. Stoddart
School of Chemistry
University of New South Wales
Sydney, NSW 2052, AustraliaDOI: 10.1002/adma.202101487

by Schenning and Meijer.[11,14] Supramo-
lecular electronics relies on the bottom-up 
construction of hierarchical assemblies 
through a combination of weak noncova-
lent bonding interactions—i.e., van der 
Waals,[15] hydrogen[16–18] and halogen[19–21] 
bonding, amphiphilic interactions,[22–25] 
[π···π] stacking,[2,5] Coulombic[26,27] and 
charge transfer interactions.[28–30] During 
the past two decades, significant pro-
gress[2,5,9,10,12,13] has been made in the 
construction of supramolecular assem-
blies with specific architectures and mor-
phologies, such as helical dendrimers,[31]  
gels,[32–35] nanoribbons,[36–38] nano-
tubes,[22,39,40] nanowires,[41] heterojunc-
tions,[42–44] monolayers,[45–47] and 2D 
crystals.[48–53] Generally, highly ordered 
supramolecular architectures and networks 
with few defects are favorable for achieving 
desirable electrical properties.[54–57]

Even after considering the appreciable 
returns from various architectures and 

networks, one major challenge, when carrying out supramo-
lecular assemblies, remains controlling local randomness at 
different hierarchical levels of the superstructure. On account 
of the spontaneous nature and rapidity associated with supra-
molecular assembly processes, it is difficult to avoid local 
defects and disorders in the resulting superstructures. These 
imperfections often lead to an impairment in electrical proper-
ties. Recent theoretical advances reveal[58–60] that defects are an 
intrinsic part of supramolecular polymers and soft self-assem-
bled systems when inherent dynamics govern their assembly. 

Supramolecular assembly is a promising bottom-up approach for producing 
materials that behave as charge transporting components in electronic 
devices. Although extensive advances have been made during the past two 
decades, formidable challenges exist in controlling the local randomness pre-
sent in supramolecular assemblies. Here, a temperature-triggered supramolec-
ular assembly strategy using heat to heal defects and disorders is reported. The 
central concept of the molecular design—named the "Tetris strategy" in this 
research—is to: i) increase the rotational freedom of the molecules through 
thermal perturbation, ii) induce conformation-fitting of adjacent molecules 
through two different kinds of intermolecular [π···π] interactions, and finally iii) 
lock the nearby molecules in inactive co-conformations. Experimentally, upon 
heating to 57 °C, amorphous solid-state films undergo spontaneous assembly, 
leading to the growth of uniform and highly ordered microwire arrays. Temper-
ature-triggered supramolecular assembly provides an approach closer to the 
precision control of assembled structures and presents with a broad canvas to 
work on in approaching a new generation of supramolecular electronics. Tetris 
is a registered trademark of Tetris Holding, LLC, used with permission.

1. Introduction

Bottom-up self-assembly[1–4] is considered these days by many 
scientists[5–9] to be a promising approach to the construction of 
materials for the semiconductor industry. The approach[6,7,9] is 
ecofriendly, morphologically and functionally flexible, and facili-
tates easy and cost-effective device fabrication. Efforts to integrate 
nano-/microstructures as charge transporting components in 
electronic devices have led to the emergence of supramolecular  
electronics,[5,10–13] which was conceptualized in the beginning 
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In an attempt to control precisely the relative orientations of 
molecules during supramolecular assembly processes and thus 
obtain highly ordered superstructures, one solution is to har-
ness[22,39,42] multiple, synergistic noncovalent bonding interac-
tions. Another solution, however, is to retain[61] the dynamics 
associated with noncovalent bonding interactions so as to attain 
fine tuning of molecular packing through external control—
i.e., chemical initiators,[62–64] light,[65–69] or temperature[70]—
to trigger[71] self-assembly for better control over uniformity 
and dispersity at the supramolecular level. Here, we propose 
(Figure 1) a molecular design strategy in order to achieve a 
temperature-triggered supramolecular assembly of organic 
semiconductors (OSCs) in solid-state films. The molecules 
in Figure  1 (top left) are composed of three parts—namely, 
i) a conjugated π-core and ii) a diphenylsilyl docker, bridged 
through iii) a carbon–carbon triple bond. The central structural 
feature of this design is that the diphenylsilyl docker can rotate 
around the axis defined by the triple bond (Figure 1, top right) 
upon heating, leading to: i) a change in the orientation of the 
diphenylsilyl dockers, ii) the fitting of the colored (red and blue) 
phenyl rings to the conformations of neighboring molecules, 
iii) thus forming a dimer as a result of the [π···π] interactions 
between the diphenylsilyl dockers, and finally iv) growing into 
long-range ordered superstructures. This approach can be com-
pared to playing (Figure 1, bottom) the Tetris game—that is, the 
molecule can be treated as ┘- or └-shaped building blocks. The 
Tetris game allows changing the orientation the blocks—, e.g., 
from └ to ┌—in order to control molecular packing accurately 
and achieve a well-organized arrangement of building blocks.

The compound—referred to (see Figure 2a) as T–C10—con-
sists of a conjugated benzothieno[3,2-b]benzothiophene[72–77] 
(BTBT) backbone as the π-core and a decyl chain[72,78,79] (C10) as 
a σ-substituent on the right-hand side of the π-core. A diphenyl-
methylsilyl docker was introduced onto the left-hand side of the 
π-core with a carbon-carbon triple bond forming a bridge. Thin 

films were prepared by spin-coating a CHCl3 solution of T–C10 
onto silicon substrates (Figure 2b). After heating at 57 °C (T < 
Tmelt), the amorphous film crystallized to afford ultralong, high-
density, and highly ordered microwire arrays (Figure  2c and 
Figure S29, Supporting Information), resulting from the tem-
perature-triggered supramolecular assembly in the solid state. 
In order to verify the experimental results, we synthesized three 
more control compounds (Figure  2a)—namely C–1, C–2, and 
C–3. C–1 and its many derivatives[72,80,81] are classic liquid-crys-
talline OSCs. C–2 with a trimethylsilyl substituent is also more 
liquid-crystalline-like because the trimethylsilyl group is much 
smaller, with no noncovalent bonding interactions to tune the 
packing of the π-cores. For C–3, however, the thermal behavior 
is more complicated than that observed for T–C10 because the 
bridge between the diphenylmethylsilyl docker and the π-core 
is a carbon–carbon single bond, which is more flexible than 
the carbon–carbon triple bond in T–C10. This structural feature 
offers more degrees of freedom, allowing the docker to rotate 
during the heating process, creating numerous conformations, 
a situation that is detrimental to crystallization. We performed 
detailed thermal and structural characterizations of these com-
pounds and measured their field-effect transistor properties 
in a bottom-gated top-contact device configuration in order to 
reveal any hidden structure–property relationships in this tem-
perature-triggered supramolecular assembly mechanism.

2. Results and Discussion

2.1. Synthesis

The target compound T–C10 was synthesized (Scheme S1, Sup-
porting Information) using a Sonogashira reaction to couple 
an iodinated BTBT derivative (IBTBT–C10) with ethynyl(methyl)
diphenylsilane. The classical method (Scheme S1, Supporting 
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Figure 1. Schematic illustration showing the temperature-triggered supramolecular assembly explained using the Tetris strategy as an analogy. Tetris 
is a registered trademark of Tetris Holding, LLC, used with permission.
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Information, Route I) of synthesizing IBTBT–C10 leads to a 
low overall yield (≈5%) for aromatic compounds because of 
their poor solubility in H2O and the instability of some of the 
intermediates. In order to improve the synthetic efficiency, 
we adopted[82] the aromatic Finkelstein reaction and iodinated 
the aromatic BTBT core (Scheme S1, Supporting Information, 
Route II). The overall yield of Route II increased dramatically 
to ≈53%, almost 10 times higher than the yield (≈5%) obtained 
using Route I. Detailed synthetic protocols and characteriza-
tions of target and control compounds can be found in Sec-
tion B, Schemes S1–S11, and Figures S1–S16 (Supporting 
Information).

2.2. Thermal Analysis of the Supramolecular Assembly Process

With the target and control compounds in hand, we started an 
investigation of their thermal properties. Thermogravimetric 
analysis (TGA) revealed (Figure S19, Supporting Information) 
a 5% weight loss at 385 °C, indicating the high stability of  

T–C10. In differential scanning calorimetry (DSC) experiments, 
the control compound C–1, with a rigid π-core and flexible 
σ-substitution, crystallized (Figure 2d) at ≈90 °C when cooling 
down from the melt state, exhibiting a phenomenon which is 
termed “melt crystallization.”[72] In the case of T–C10, however, 
an exothermic peak at ≈57  °C was present (Figure  2e) during 
heating, while no crystallization peak was observed on cooling. 
This phenomenon indicates that the temperature-triggered 
assembly is more like a “cold crystallization.”[83] Crystallization 
is reproducible (Figure S20, Supporting Information) regard-
less of the number of heating cycles undergone. As expected, 
the thermal behavior of the control compound C–2 was more 
“melt crystallization”-like (Figure S21a, Supporting Informa-
tion) because of the smaller size of the trimethylsilyl group. 
In the case of C–3, however, more endothermic peaks were 
observed (Figure S21b, Supporting Information) during the 
heating cycle, indicating that the self-assembly of C–3 is much 
more complicated than that observed in the case of T–C10. This 
difference can be attributed to the flexible bridge between the 
bulky docker and the π-core which offers more freedom for the 
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Figure 2. Formation of the single-crystalline organic semiconductor (OSC) arrays. a) Structural formulas of the target (T–C10) and control (C–1, C–2, 
C–3) molecules. b) Schematic illustration showing the solution process used to fabricate the OSC films. The top right image portrays the melt crystal-
lization—namely, the film of C–1 was heated above its melting point and crystallized during the cooling process, resulting in polycrystalline films. The 
bottom right portrays the cold crystallization—namely, the amorphous film of T–C10 crystallized into single-crystalline wire arrays when the temperature 
reaches 57 °C during the heating process. c) Optical microscopy showing a high-density oriented microwire array of T–C10 after cold crystallization. 
d,e) Differential scanning calorimetry (DSC) curves of C–1 (d) and T–C10 (e) at a scanning rate of 5 K min−1. There is an endothermic peak caused by 
cold crystallization in the heating cycle of T–C10.
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molecule to adjust its conformation upon heating. The DSC 
experiments demonstrate that the phenylene ring in the docker 
and the relatively rigid conformation of the molecule play 
important roles in the temperature-triggered assembly process.

2.3. Kinetics Investigation

In order to optimize the thermal conditions to trigger supra-
molecular assembly, we investigated (Figure 3) the influence 
of heating and cooling rates on the thermal response of T–C10.  
If the material was treated with the same heating/cooling 
rate, the crystallization peak moved (Figure S22, Supporting 
Information) to higher temperatures with an increase in the 
scanning rates and disappeared when the scanning rate was 
faster than 20 K min−1. The enthalpies of crystallization under 
different scanning rates varied and only remained stable 

(Figure  3a) in a narrow range from 2 to 10 K min−1 with an 
enthalpy change of 38.7 ± 1.3  kJ mol−1.  As a result, accurate 
control of the temperature windows and heating/cooling rate 
is essential. Next, we held (Figure S23a, Supporting Informa-
tion) the heating rate at 10 K min−1 in order to investigate the 
effect of the cooling rate. Although the crystallization peak 
did not appear (Figure S23b, Supporting Information) during 
the cooling process, we found (Figure S23a, Supporting Infor-
mation) that the difference in cooling rates, i.e., changing 
from 2 to 50 K min−1, caused a shift of the cold crystalliza-
tion temperature to 6 degrees C higher. This observation 
can be attributed to the difference in relative crystallinity of 
the amorphous state obtained on slow cooling of the melt. 
In order to achieve the same relative crystallinity, we fixed 
(Figure 3b) the cooling rate at 10 K min−1, while the heating 
rate was changed from 2 to 50 K min−1. Since the crystalli-
zation peak moved (Figure  3b and Table S2, Supporting 
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Figure 3. Thermal analysis of T–C10. a) The melting point, cold crystallization temperature, and change in enthalpy at different scanning rates. b) DSC 
heating scans of T–C10 at six different heating rates. The sample was cooled down at a fixed rate of 10 K min−1. c,d) Development of relative crystallinity 
with temperature (c) and time (d) for T–C10. The sample was cooled down at a fixed rate of 10 K min−1 and heated at five different rates. e,f) Double-
logarithmic linearized Avrami plots (e) and Mo plots (f) of T–C10 during the nonisothermal cold crystallization process.
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Information) with respect to the heating rate, the activation 
energy of the nonisothermal crystallization can be estimated 
by applying the classical Kissinger equation:
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where R is the universal gas constant, Tp is the crystallization 
peak temperature, λ is the heating rate, Ea is the relevant crys-
tallization activation energy and C is a constant. The slope of 
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‒1 gave (Figure S24, Supporting 

Information) the value of –Ea/R, from which an energy of acti-
vation (Ea) of ≈65.3 kJ mol−1 was calculated.

In order to gain more insight into the crystallization of 
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where T0 (or t0) and T∞ (or t∞) represent the temperature (or 
time) at the onset and at the end of the crystallization process, 
respectively. The curves move (Figure  3c) to higher tempera-
tures on increasing the heating rate. In addition, all the curves 
showed sigmoidal shapes, indicating a fast primary crystalliza-
tion during the early stages of heating and a slow secondary 
crystallization in the later stages of heating. Figure  3d, which 
presents a plot of the relationship between relative crystallinity 
and crystallization time, shows that a longer time is required 
for the complete crystallization of T–C10 as the rate of heating 
decreases.

Next, the Avrami equation[88] was applied in an attempt to 
investigate the nonisothermal crystallization kinetics, assuming 
that the relative degree of crystallinity increases with the crystal-
lization time t,

X Z tt t
n1 exp( )= − −

 
(4)

where n is the Avrami crystallization exponent, indicating the 
nature of nucleation and growth of crystals and Zt is the crystal-
lization rate parameter. As for the nonisothermal character of 
the process investigated, the value of Zt from the above equa-
tion should be adequately corrected considering the heating 

rate (λ), thus the nonisothermal crystallization parameter (Zc) 
is given[89] as
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Then, the double logarithmic form of Equation (4) can be 
written as

X Z n tt tlg ln 1 lg lg[ ]( )− − = +
 

(6)

By plotting (Figure 3e) lg[–ln(1 – Xt)] versus lgt using various 
heating rates, the values of n can be obtained by linear fitting. 
Five almost-parallel straight fitting lines were obtained with 
an adjusted R2 of more than 0.99, suggesting that the Avrami 
method could be employed to describe the nonisothermal crys-
tallization of T–C10. We found (Table S3 and Figure S25, Sup-
porting Information) that the average values of Avrami expo-
nent (n) were around 4 even under different rates of heating, 
suggesting that the temperature-triggered assembly mecha-
nism remains unchanged with heating rates. Although in 
nonisothermal crystallization kinetics, the parameter n does 
not have the same physical significance as it does in isothermal 
crystallization kinetics, it could also provide further insight into 
the process related to 3D crystallization growth and homoge-
neous nucleation mechanisms.

2.4. Single-Crystal (Super)Structures

In order to present a (super)structural basis for the assembly 
of the organic semiconductors—namely, C–3 and T–C10—and 
also provide detailed interactional information within different 
moieties in the solid state, we investigated the single-crystal 
(super)structures of both the control compound C–3 and the 
target compound T–C10. Both these compounds assemble into 
several-hundred-micrometer-long crystals by slowly evapo-
rating the mixed CH2Cl2/EtOH solution. From their solid-
state (super)structures, we observed many similarities. The 
distance from silicon to the carbon end is ≈26.0 Å (Figure 4a) 
in C–3 and ≈26.1 Å (Figure 4f) in T–C10, respectively. We note 
(Figure 4b,g) that the backbones—from the Si atom to the end 
of the alkyl chain in the molecule—are almost coplanar. Dif-
ferences occur in the superstructures when only [CH···π] 
interactions exist (Figure  4c) in the dimer of C–3, while in  
T–C10, it is [π···π] interactions between the adjacent BTBT 
units that hold the dimers together with a stacking distance 
of 3.5 Å. The intermolecular interactions of the dimers can 
be quantified (Figure S18, Supporting Information) using[90,91] 
Hirshfeld surface analysis.

In the solid-state superstructure of C–3 in Figure  4d, there 
are no [π···π] interactions, either between the BTBT π-cores 
or within the phenyl rings in the docker. The dominant inter-
actions (Figure  4e) are [CH···π] and [CH···S] ones in 
C–3, which can hardly lock the conformations during the 
heating process—that is, the structural origin of the several 
endothermic and exothermic peaks in its DSC heating curves 
(Figure S21b, Supporting Information) for C–3. By contrast, 
the solid-state superstructure of T–C10 reveals (Figure  4i) 

Adv. Mater. 2021, 2101487
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layered stacks, which differ markedly from the packing struc-
ture adopted (Figure 4d) by C–3. This 1D superstructure reveals 
(Figure  4i) an alignment of the molecules along the stacking 
direction of phenylene rings in the docker, involving two kinds 
of [π···π] interactions—namely, i) [π···π] interactions between 

the phenylene rings in the docker and ii) [π···π] interactions 
between the BTBT π-cores. Because of these two cooperative 
interactions, the molecules are locked in inactive co-conforma-
tions. The 3D superstructure (Figure 4j) is a result of a two-level 
assembly process, i.e., i) one involving adjacent layers sustained 

Adv. Mater. 2021, 2101487

Figure 4. Solid-state X-ray (super)structures of C–3 and T–C10 revealing the (super)structural basis for the temperature-triggered supramolecular 
assembly mechanism. a) The structural formula and side-on view in the space-filling representation of C–3, showing the torsion associated with the 
carbon–carbon single bond bridge. b,c) Edge-on view of a space-filling representation, showing the planar conformation of the backbone of C–3 (b) and 
the face-to-face stacking of two C–3 molecules sustained by [CH···π] interactions (c). d) Solid-state superstructure of C–3 revealing no [π···π] interac-
tions involving the phenylene rings in diphenylsilyl dockers and the BTBT π-cores. e) Solid-state superstructure of C–3, revealing a layered structure 
involving two kinds of weak interactions, namely, [CH···π] and [CH···S]. f) Structural formula and side-on view in space-filling representation showing 
the distances defining the almost linear geometry of T–C10. g,h) Edge-on view of space-filling representations showing the coplanar conformation of 
the backbone (g) and the face-to-face stacking between adjacent T–C10 molecules sustained by [π···π] interactions (h). i,j) Solid-state superstructures 
revealing layers of T–C10 involving two kinds of [π···π] interactions—namely, [π···π] interactions involving phenylene rings in the diphenylsilyl dockers 
and [π···π] interactions between BTBT π-cores. Hydrogen atoms and solvent molecules are omitted for the sake of clarity.
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by [π···π] interactions between pairs of BTBT units with plane-
to-plane separations of 3.5 Å and ii) additional interlamellar 
assembly supported by [π···π] interactions with plane-to-plane 
separations of 3.6 Å between phenylene rings in the bulky 
dockers.

2.5. Variable-Temperature X-ray Diffraction (VT-XRD) 
Experiments

In order to investigate the influence of temperature on the 
crystalline behavior of solid-state films on silicon substrates, 
we performed (Figure 5) in situ variable-temperature X-ray 
diffraction (VT-XRD) experiments. They were performed on 
a thin film, spin-coated from 1  mg mL−1 T–C10 CHCl3 solu-
tion. Each XRD curve was recorded in the 2θ region of 5-35° 
for every 30 min at a scan rate of 0.5° min−1 with a 50 s reten-
tion interval between the measurements. Two heating/cooling 
cycles showed (Figure 5a) distinct diffraction intensity changes, 
revealing the presence of amorphous-to-crystalline transitions 
during the heating process. In the first cycle, when T–C10 

was heated above its melting point (96.2 ± 0.4 °C),  the diffrac-
tion peaks disappeared, indicating that the solid-state films of  
T–C10 turned into isotropic liquids. The sample maintained its 
glassy state with no diffraction peaks observed during the sub-
sequent cooling process (120 to 40 °C). During the subsequent 
heating process, however, the missing diffraction peaks showed 
up (Figure  5a, second cycle) again when starting at ≈60 °C  
and ending at ≈90 °C. More significantly, after heating, the 
crystalline sample exhibited more reflection peaks, indicating 
a higher crystallinity than that present in the initial state. By 
extracting (Figure  5b) the peak intensity evolution at ≈18.0°, 
the assembly trajectories could be divided into (Figure 5c) four 
stages and two cycles, in good agreement with the DSC results  
(Figure S20, Supporting Information).

In an attempt to identify the detailed nucleation mechanism 
of the temperature-triggered supramolecular assembly, we per-
formed atomic force microscopy (AFM) investigations on sub-
monolayer films. We collected sequential AFM images in situ 
and observed the evolution of film morphologies during the pre-
nucleation periods. Real-time in situ AFM experiments revealed 
(Figures S27 and 28, Supporting Information) a two-step 

Adv. Mater. 2021, 2101487

Figure 5. VT-XRD measurements revealing the temperature-triggered assembly of T–C10. a) 2D peak intensities associated with XRD patterns showing 
the supramolecular assembly process. Left inset: Two programmed heating/cooling cycles. b) 1D peak (at ≈18°) intensities extracted at different tem-
peratures. c) The values of peak intensities extracted from the diffraction peak at ≈18° against time which can be divided into two heating/cooling 
cycles (Heating: light red; Cooling: light blue).



© 2021 Wiley-VCH GmbH2101487 (8 of 10)

www.advmat.dewww.advancedsciencenews.com

nucleation mechanism for the supramolecular assembly pro-
cess. First, the evolution of the shape of the as-spin-coated 
films during the early stage of their assembly demonstrated  
(Figure S27, Supporting Information) that the amorphous films 
are not stable and tend to “dissolve” during prolonged growth. 
In the meantime, some thick clusters grew quickly and eventu-
ally overwhelmed the thin domains. In a second step, the thick 
clusters continued to dissolve (Figure S28, Supporting Informa-
tion), becoming a source of mass to grow the longer wires. The 
two-step dissolve-and-grow mechanism resembles an Ostwald 
ripening process in which stepwise crystallization takes place 
such that thermodynamically unstable phases often occur first, 
followed by thermodynamically stable ones. Finally, the amor-
phous film crystallized (Figure S29, Supporting Information) 
into ultralong, high-density, and highly ordered microwire 
arrays.

2.6. Electrical Performance

UV–Vis spectra of the T–C10 thin film deposited on a quartz 
substrate demonstrated (Figure S17a and Table S1, Supporting 
Information) apparent redshifted absorption bands relative to 
those in the solution (CHCl3) spectrum, indicating strong inter-
molecular interactions in the thin film. The optical bandgap 
of T–C10 in CHCl3 solution and in thin films is estimated to 
be ≈3.39 (solution) and ≈3.31 (thin films) eV, values which are 
smaller than that (≈3.65  eV) of C–3 (Figure S17c, Supporting 
Information), indicating an extension of π-conjugation on 
account of the presence of the carbon-carbon triple bond in 
the molecule. After annealing (Figure S17b, Supporting Infor-
mation), the UV–Vis spectra of T–C10 were redshifted and 

broadened, suggesting that there is stronger intermolecular 
excitonic coupling between neighboring T–C10 molecules, as 
observed[78] in crystalline oligothiophene derivatives.

We have fabricated (Figure 6a) organic field-effect transis-
tors (OFETs) based on single-crystalline microwires of T–C10, 
employing (Figure  6b) a shadow mask technique to deposit 
the source/drain electrodes. By controlling the concentration 
of the organic semiconductor solutions, spin-coating speeds, 
annealing temperatures, and growth times, we are able to 
obtain isolated and long microwires—surrounded by fractional 
thin films—on SiO2 surfaces. By employing a TEM copper grid 
as a shadow mask, symmetric electrodes can be obtained by 
thermal evaporation under vacuum. Plots of typical output and 
transfer curves for an OFET—with a channel length of 90 µm 
and a channel width of 6  µm—are illustrated in Figure  6c,d. 
The devices showed electrical responses upon changes in 
the gate voltages. The highest hole mobilities were calculated 
(Figure 6e) to be 1.2 cm2 V−1 s−1 with an on/off ratio exceeding 
105 without any further optimization. This OFET performance 
is amongst the highest recorded (Table S5, Supporting Infor-
mation) for 1D organic nanofiber transistors.

The sharpness of the peak (Figure 6e) in the gate-dependent 
mobility plot indicates[92] a Schottky contact at the electrode/
semiconductor interface. The contact problem occurs during 
the deposition of the gold electrodes if the temperature of the 
substrate becomes higher than 100  °C on account of thermal 
irradiation. The crystals melt at this temperature. After opti-
mizing the thermal evaporation process by cooling the sub-
strate, the evaporated gold nanoclusters can also cause damage 
to the microwire in the contact area, leaving it disordered and 
leading to high contact resistance. Ultimately, the contact issue 
leads (Figure 6c,d) to instability at high bias and gate voltages. 
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Figure 6. OFET performance of the single-crystalline microwire of T–C10. a,b) Schematic illustration (a) and optical image (b) showing a OFET device 
with a bottom-gated top-contact configuration. c) Output characteristics of the OFET. The gate voltage (VGS) ranges from 0 to −60 V in −10 V steps. 
d) Transfer characteristics with the source–drain voltage (VDS) = −60 V. e) Gate voltage dependence of the field-effect mobility obtained from the local 
slope in the IDS

1/2–VGS curve shown in (d).
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We intend to explore this device fabrication method with 
improved OFET properties, based on assembled microwire 
arrays, in our future research.

3. Conclusion

Temperature-triggered supramolecular assembly takes advan-
tage of a process for fabricating highly ordered organic semi-
conductor arrays. We have demonstrated that, in contrast with 
previous static self-assembly processes occurring in solution, 
the Tetris strategy makes use of the dynamic characteristics 
of noncovalent bonding interactions in order to heal the dis-
orders and defects at a supramolecular level. In order to gain 
a detailed understanding of this assembly process, we have 
employed thermal and single-crystal (super)structure analyses 
to reveal a bigger picture of the structural origin of the supra-
molecular assembly process—namely, the rotation around the 
triple bond bridge occurs upon heating, leading to i) a change 
in the orientation of the docker pointing either up or down, 
thereby ii) inducing conformation-fitting upon adjacent mole-
cules through two kinds of intermolecular [π···π] interactions, 
and finally iii) locking the nearby molecules into inactive co-
conformations. The single-crystalline microwires exhibit hole-
mobility with average values of ≈1.0 cm2 V−1 s−1. The ease of 
solution processing, the temperature-triggered supramolec-
ular assembly, and the resulting highly ordered organic semi-
conductor arrays illustrate how self-assembly represents an 
extraordinarily useful approach for the manufacture of the next 
generation of smart materials.
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